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1. INTRODUCTION

This note is a continuation of a previ)us note.l:u]. in which we
studied one way of reducing the bias due to non-response when estimating the
population mean in a finite population. The method consists of weighting
subclass means in the sample to account for different response rates in the
subclasses.

In this note we shall find the variance of the weighted mean, and
give an estimate of this variance. Throughout this note we shall assume that we
have a simple random sample from the population. From a practical point of
view this is a serious limitation, because one often applies more complex
sample designs. Further work should therefore be made to study different

weighting procedures and different designs simultaneously.

2. THE VARIANCE OF THE WEIGHTED MEAN

Our aim is to estimate the population mean of a variable, say Y. To
do this we select a simple random sample of size n from the population. After
the field work is completed the sample size is reduced because of non-
response. We shall assume that the population is partitioned into L sub-
classes before observation of the sample. As suggested by Cochran [l, p. 356]
we think of each subclass as divided into two strata, a response stratum, and
a non-response stratum. We shall use the same notations as in [u], where Nil
denotes the number of units in the response stratum in subclass i, and Ni2
denotes the number of units in the non-response stratum in subclass i.
Furthermore, W, = (Nil+Ni2)/N'= Ni/N, where N = ENi, and Ni is the number of
units in subclass i in the population. Let h, =.Nil/Ni’ and h = IW.h.. We
shall call hi the population response rate of subclass i, and h the population

N
response rate.
We now have that
Y = i§1 wi(hi-f]';. + (1-h YY),
where ?} and ?2 are the population means in subclass i of the response stratum
and the non-response stratum respectively.

After the field work is completed we have a simple random sample from

the L response strata, but the sample size is a stochastic variable, S'. The

sample size of subclass i we shall denote Si. and the number of units selected



from subclass i we shall denote §;- Throughout this note we shall use the
approximations P(S'>0) = P(Si>0) = P(Si>0) =1, (i=1,2,...,0L).

Let ;'denote the sample mean. In | 4_| it is shown that

(2.1.) E(y -Y) = B+A, where
— L -— —
- 1 -
B = (l/h)igl Yiwi(hi h), and
L B —u—— -
A= T W, (1l-h )(Y!-YV)
i=1 1 1 1 1

B arises from the fact that different groﬁps in the population have different
response rates, while A is due to the bjasihg effect of non-response within
each group.

In [4] we introduced the weighted sample mean,

L
Yy = I (S;/m)y;, where y denotes the sample mean in subclass i,
i=1
and showed that
(2.2) E(}t—?) = A.

From (2.1) and (2.2) is seen that weighting serves to remove B from the bias.
In this section we shall find the variance of y:. The following two leémmas
are usefull:

Lemma 1

Using the approximations P(Si>0) = P(Si>0) = 1, E(%Tjsi) = l/sihi’

and ignoring the finite population correction we have that

i- 21 2 2 _
Yar (?{"Yi) = { W.Vi/hg o+ Y: wi(l wi)},

where N.

2_ 1 4 =12

V, = =—=—= .L. (Y,.-Y!)", i.e. the element variance of Y in the

i Nil-l j=1 *7ij i
response stratum in subeclass i.

Proof

In [?; PP 106-10i] is shown that when a simple random sample is
selected of a finite population then the subsample of any subpopulation is
a simple random sample from the subpopulation. From this fact and by using
the result that the variance of a stochastic variable is equal to the expec-
tation of the conditioned variance pluss the variance of the conditioned

expectation follows that



Var (y;|$;=s) = v L 3*‘5' =j|s;38) + ¥} P(s'>o|s =3 )(1-P(8}>05,=0))
ty21

Using the approximations P(S >0) *® P(SX)O) * 1 and L("r .Si) ® l/S h, we
find that

- . « 2
(2.3.) Var (y;fsy=s) = Vi/sh;
Similarly we find that
o -t 1
E(y,) 5;%8) = Y;P(5;>0| 5,s),
again using the approximations P(Si>0) = 1 this reduces to
(2.4.) E(y)| s;38) * ¥}
We now have that
S
jem o1 = -
(2.5) Var (=%y,) = n2{EVar(yisiQ 5,) + Var E(yiSi’ s.)}.

Inserting (2.3) and (2.4) into (2.5) and using P(Si>0) = 1, we find that

S, Vs
AT y: Aogp
Var (n y;) nQ{L(

S

1.2 2 -
. 3‘)k + Var (s Y )} = -r-;{vlw /hi + Y, wi(l wi)}'l_—_l

Lemma 2

Applying the same approximations as in lemma 1 we have that

S. S.
- - 1.t
&w(#wf;%j)~-#Y 31%}

Proof

Using the same approach as in lemma 1 we find that
—— eV - - 7'y LI 9 = =
B(yiyjlisi s)n(sj t)) _YinP((si>o,n(sj>o) (s; s.).ﬂ(sj t))

Under the approximations P(S;>0) = P(S;>O) = 1 it follows that

(2.6.) By, (5;38)n(s,50)= ¥

We have that S S. S. S.
Cov('—'y —]'y)“E["—‘l y;y ~E[—-£'§.-E£;J‘37j3
_E{—lELyy‘S sJ}-r:E—-y] 275,]

Then by (2.6), lemma 1 in [u], and using the approximations from lemma 1
above, we have that



S, _
Cov (ﬁ— Yy

" _.é-—h—l
3 ) n{s{_iijiwj} O

5L
{

Applying lemma 1 and 2 we find that

L Si - 1 L 2 L - 2
(2.7) Var (I ==V.) =3 WV/h, + & W,(Y;-T)°}, where.
. n ’i n,_ . 1171 Cooitd
i=l i=1 i=1
Y = ¢ WYi.
i=l

Applying the same approximations as above and ignoring the finite
population coefficient the variance of the unweighted sample mean is known
to be

(2.8) Var (y) *= V2/n-t'1', where

N L L
2 1 1 —— — —_— -
Vize—=—— T (Y.,-Y' ), N, = I N,.sand¥ = I Wh.Y./h,
Nyl jz=1 3 oy =1 1t 7

i.e., the element variance of Y in the L response strata.

We may decompose (2.8) into the sum of the variances within the
response strata and the variance between them. This gives
(2.9.) Var (y) = i—{? wihivi/i{2 + ? wihi(Y;-'Y" )2 /Rl}.

i=1 i=1

From (2.7) and (2.9) it is seen that weighting affects both components
of the variance, which makes it difficult to compare Var (y) and Var (;ﬁ)
in general.

Finally in this section we shall consider another estimate of Y,
namely ;u = I wi-);i, where Wi is assumed known. Under the same assumptions

as in lemma 1, it is known that El]

- 1 L 2
(2.10) Var (y)» = I W.Vi/h;.
i=1l
From (2.7) and (2.10) it follows that
L
Var (yx) - Var (y e L w.(Y:—?{“)z.
u u n,., 14

Tne reduction of the variance due to weighting is substantially
larger when LA is known than when LA is unknown. In [4:[ is shown that -iu
and ;:: have the same bias.



3. ESTIMATION OF THE VARIANCE OF THE WEIGHTED MEAN

Before the researcher chooses to apply 2 weighted mean to reduce
the effects of non-response, it may be of intecvest to appraise the effect
of weighting on the bias and on the variance. In E4] the effect on the bias
is studied, and an estimate of the maximum reduction of the bias is given.
In this section we shall find an approximately unbiased estimate of Var (;:),
var (;ﬁ). The estimate is found by replacing the population parameters in

(2.7) with their corresponding sample values. We shall first prove two lemmas.

Lemma 3

Applying the same approximations as in lemma 1, we have that

L S L W)V L
B{ 3 (y-y)}z -—-—-—-i+zwu —=)(T,- )2,
i=1 ° i=1 1 i=1
Procf
LS, L s L s, _ ,
(3.1) E{ 1 =*3. e/ )} I B(—-y) EC T —y.)".
1ln M i=1 n i=ln 1

The first term is found to be

L s, L S _

z ECEY)) = I E{;—E(yﬁ s} =
L S.

2 EGHvar(yy)s;) + EGY 5700
i=1

Inserting (2.3) and (2.4) we find that this is equal to

L Si Vi2 =12,y L v:l?. -2
(3.2) I Ef_-i—-(s.h. +Y.9)} = 2_? =t WY
i=1 i1 il 1
From (2.7) and lemma 1 in I'u] the second term of (3.1) is found to be
L §,_ 2 L Sl - 2
E(Z Ty;)" = var. (y )-(BE(Z =—=y.,)) =
. i n ‘i
i=) i=l
3 L L 77 L
(3.3) =1L ,V/h+£W(Y ¥} - (1 WY)
i=1 * i=1 i=1
Inserting (3.3) and (3.2) into (3.1) we find that
2
L S L (1-W,)V; L
E{ T I—l—l-(,«l—?‘)?} = 3 n; =+ w_,L(l-i)(Y;-?i")2 O
i= i=1 i i=1



Lemma 4

Under the same approximations as in lemma 1, we have that

S!
L S. L 1

2 2 2 1 - 2
z . = z ..7Y.
; Vi} I w.V./hi, where vy . (y1J yl) ,

-
wn
[N

E{ ¢ T
s'-1
i=1 i i=1 i " 3=1

?|
wn

i.e., the element variance.in subclass i _in the sample.

Proof
Again applying the fact that the sample from the response stratum

in subclass i is a simple random sample of size S; we find that

]
E{ T —-1—5.}-{-8-1- I (y.9) 1 = E( 2 == Bl vj| 51}
T S O P i=1 i
2
L s L
= i 1 2, _ 2
I EG v = ooV U
i=1 iti i=

2y »

i = _=n
a (yi y)

i
L L (1-W,) L _ 9
L ; —L 24 3 W, (1=2)(T-TH°)
i=l i=1 i i=1

For large n this is approximately equal to

W, v2
il

hy

T'_o%\2 . . X
L + L wi(Yi Y")", which is Var (yu).

4. EXAMPLES

In this section we shall give some examples in which the data are
taken from actual surveys. It should be noted that complex designs have
been applied in the surveys to which we refer, but that we treat. the data

as if it was collected as a simple random sample.

Example 1:

The following data are taken from [3, PP- 182‘83].

The sample has been partioned into two subclasses, viz., men, and
women. The reason for choosing this partitioning is that the difference

between the group means is fairly large for this grouping, as is seen from
table 1.
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Table 1
Men Women
Relative size of sybclass (wi) .is O 47 0,53
Response rate (ﬁi) cessinsssranige 0.83 0,90
Persentage peading dajly
tablOid tyi) PR RO B B R B R I 0q80 Onlo

In this case we find that

0.41, var (y) = 0,2790/n,
0 42, var (y ) = 0,1436/n,
0,43, var (yu) = 0.2657/n.

éﬁJ£<l'<|

Considering that we are estimating proportions the difference
between the subclass means is large in this example. In cases where the
subclass means do not vary as wuch as in this example one will typically
find less differences between y and ;Q, and their variances (see example 2

in [_4]).

Example 2:
Norwegian Survey of Expeditures 1967 [u]

The sample is partitioned into two subclasses as shown in table 2.

Table 2
Single member Household with
two or more
household
members
Relative size of subclass in the sample 0.174 0.826
Response rate (ﬁi) D S 0.571 0.826
Mean expenditure for food, Nr.kr. (?i). 2,436 6,971
Variance within the subclass (Vi) ceves 12,335 l22 61&,138'122

We find that
y = 6,182, var (y) = 93,843 * =—, and

¥, = 5,967, var (y,) = 88,426 < =— .

To demonstrate how var (;;) varies with the number and sizes of

subclasses, we shall divide the sample into three subclasses as given in
table 3. |



‘Tab le 3

Siﬁgle Two H?useholds
with two
member member
households households or more
" members
Relative size of subclass in the sample ... 0,174 0,261 0,565
Response rate ﬁi l.l...l..'.QUOOC‘DDOCVI..QQQ‘OOI 0,571 On7""2 0‘865
Mean expenditure on food (;,'i) 2,437 5,051 7,908
Variance within the subclass ....ss=veeeees 12,335 122 29,159 122 63;494‘122
In this case we find that
Yu = 5,886 and var ('iu) z 86,217 12%/n.
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