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Introduction  1)

The following presentation of a statistical analysis of the form of input-output relationships

in the Norwegian economy in the period 1949-1960 has been divided into three parts with altogether

26 chapters of varying lengths, two appendix tables and two textual appendices.

The analytical approach and the data are presented in part A, which contains a description of

the analytic model (Ch. I), a presentation of the data (Ch. II) and a description of the processes

which were applied to the data (Ch. III).

Part B gives a discussion of methodological problems in analysing and interpreting the results

(Ch.s IV - IX).

The numerical results are given in part C, where the importance of a number of charasteristics

for the relationships between inputs and outputs in the production sectors are studied (Ch.s X - XXV).

An attempt to summarize the main findings is made in chapter XXVI.

Only summary tables have been reproduced in the text, whereas the detailed tables are entered

in a separate section of Detailed tables (Tables D 1 - D 37) at the end of the text.

PART A. PROBLEMS, DATA AND METHOD

I. The analytic model 

In this original presentation 2) Leontief formulated his assumption about the relationship

between inputs and outputs in production for an "industry" as a simple proportionality, which we may

write:

(1) 	 x. = b. .x.
1 .j	 13 3

(i=1,2 ...n, 	 j=1,2 ...n)

where

x. = 	 quantity of output produced in industry (sector) 	 (measured e.g.

in value at fixed prices)

x
ij
= quantity of input produced by industry i and used in industry j for

the production of x. (measured e.g. in the same way as x.)

b..= 	a constant proportionality factori
n = the number of industries

Leontief himself has pointed out two principal advantages of this formulation:

1) The relationship is mathematically simple and may be handled without difficulties by simple

computational equipment, even in a model with a large number of industries. It was Leontief's

contention that a simplified form of the production function, which allowed for a realistic industrial

breakdown of the macroeconomic production function might give a more realistic representation than the

use of more complicated functional forms, which - at least at that time - would require a more

aggregated industry specification in order to be handled by available computation techniques. It is

still true that a simple mathematical form can more easily be handled computationally than a more

complicated one.

2) The other advantage of the formulation (1), which Leontief emphasized, is the easiness of

estimatingthecoefficientsN j ):Justonesetofobservationsax.and x ij are necessary.

It is generally recognized that many slightly more complicated forms of the basic relationship retain

much of these two advantages. In the more than thirty years since the Leontief model was first

introduced, progress in computation techniques as well as in the availability of data, has made its

1) I am indebted to several persons for advice and critical comments to earlier versions of this
paper. They are in alphabetical order Arne Amundsen, Odd Aukrust, Jan M. Hoem, Vidar Ringstad and
Odd Aalen. None of them are to blame for shortcomings and errors in the final result.
2) See for instance The Structure of the American Economy 1919-1939. Oxford University Press.
New York 1951.
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two principal advantages somewhat less important. On the other hand, planners' and research workers'

desire for even more details have tended to counteract this effect. Irrespective of how much ease

of computation and estimation may count, the decisive criterion for the acceptance of the Leontief

theory must be its degree of realism.

In a previous paper I have discussed criteria for evaluating the stability of Leontief

coefficients 1)
, and in another paper

2) 
I have discussed the effects on coefficient stability of

aggregation and disaggreation in the sector specification, and also reported on the variability and

the existence of trends in ordinary input-output coefficients computed on the basis of Norwegian

national accounts figures over the 12 year period 1949-1960.

One possible cause of instability in the simple Leontief input-output coefficients might

be that the relationships between inputs and outputs are of a more complex form. 	 The subject of

the present paper is an analysis of the Norwegian national accounts figures for the period 1949-

1960 in order to test the form of the relationship between inputs and outputs. The forms which are

tested are all special cases of the following more general function:

(2) x.= (a. 	 + c. t) + (b. 	 + d. t)x.(t) + u. (t)ij 	 ij 	 ij 	 ij 	 ij 	 ij

where

x.(0 = volume of production in sector (industry) j in the year t

x, (t) = quantity of input no , i used in production in sector j in the year t
ij

aij , b i j , cij and dij = structural constants

u.. (t) = an error term for the delivery from i to j in the year ti

From this function and the ones we obtain by assuming one or more of its constants to be zero,

we get the following alternatives (we use the non-zero constants in each form as superscripts to

distinguish the alternatives, and we also have given each form a verbal identification bearing on the

implied relationship between input and output):

(3) Proportional, no trend (The npure"Leontief form):
bx. (t) = b .x.(t) + u.( t)

1j

(4) Proportional trend (The Leontief form, with a smooth change in the

coefficient over time):

bd 	 b
x 1 (t) 	 b. + d.bd t) x(t) + u d

..(t)
j

(5) Linear, no rend:

ab 	 ab
x 	

ab
.(t) . a.. + b.. xe(t) + 

ab
13 1.3 	 1J 	 J

(6) Linear, trend (The "basic" form, (2), above)

xii (t) = (aij + c ij t) + (b ij + d ij t)xj (t) + uij (t)

(We write this form without superscripts)

(7) Independent (i.e. linearly independent), no trend

a 	 a
x. (t) = a. + 	 ( t)

	ij	 ij 	
uij

1) Per Sevaldson: Changes in Input-Output Coefficients in: Ed. T. Barna: Structural Inter-
dependence and Economic Development, London 1963.
2) Per Sevaldson: The stability of input-output coefficients in: Ed.s A.P. Carter and A. Brody:
Applications of Input-Output Analysis. Amsterdam, London 1970. Also as Artikler fra Statistisk
Sentralbyrå (Articles from the Central Bureau of Statistics) No. 32, Oslo 1969.
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(8) Independent, trend

, 	 ac 	 ac 	 a„X. (t) = a 	 + c..t + u
c
. ( t)xli 	

ij 	 ij 	 lj

In (4) we make no distinction between the cases where the coefficient bbd is zero and those
ij

where it is different from zero, since the important features of (4) is that it has a proportionality

term with a trend component and no systematic term which is independent of output. Correspondingly,

in (6), we do not take into consideration whether one or both of aij and b ij are zero or not, since

the main features is the linear, non-proportional, form of the relationship between input and output,

with trend components in both terms. In the same way, no distinction is made between cases of Zero
acand non-zero a. in (8). However, it does make a difference in the evaluation of the test results

whether the coefficient b
ij 

is positive or negative in the linear form. We must therefore subdivide

the forms (5) and (6) into

(5a) Linear, positive, no trend (b ? 0)

(5b) Linear, negative, no trend (b ?

lj
0)

(6a) Linear, positive, trend . 	 >(bij 0)

(6b) Linear, negative, trend . 	 <(b ij 0)

We have thus four basic forms: the proportional, (3) and (4), the linear, positive, (5a)

and (6a), the linear, negative (5h) and (6b) and the independent, (7) and (8), each of them with or

without trends in one or more of the coefficients. We have chosen to consider both the cases of

proportionality and linear positive relationships between input and output as confirmations of the

Leontief theory, and to consider the linear negative and the independent forms as refutations of this

theory.

We do only take into account linear relationships between inputs and outputs, assuming that

all forms of interdependence can be represented more or less approximately by these linear forms.

We assume that the cases where non-linear dependencies take the effect of linear independence are so

exeptional that we may ignore them.

Neither linearity instead of straight proportionality between input and output nor the

existence of trends in the proportional or linear forms imply serious computational complications in

the use of the model. But only the coefficients in the proportional form with no trend can be

estimated on the basis of one set of observations alone. The coefficients of the linear form with

no trend can be estimated on the basis of observations for two years. However, in order to provide

significant estimates, the changes in production volumes between these years will in general have to

be of a sufficiently large order. This they will normally not be for all production sectors, unless

the years are relatively far apart. But in that case the problem of technological changes in the

coefficients between the two years must be considered.

The estimation of trend coefficients obviously requires time series data, and the

extrapolation of such trends raises problems of its own. As soon as data for more than one year are

required, deflation problems must also be faced. Consequently, if the simple proportionality

assumption for the coefficients has to be given up, the data requirements for input-output analysis

will be a multiple of what it will be if this assumption can be maintained.

When the form of the relationships (if any) between inputs, outputs and time are given, the

next question is how precise estimates of inputs can be made for given outputs and time. If they can

lead to sufficiently precise estimates, all our alternative forms of the relationships are equally .

useful, provided we have the necessary data for estimation of their parameters. Even cases where

inputs are independent of output represent no problem if sufficiently precise estimates for any given

year can be made on the basis of the averages of observed magnitudes in previous years, or by

extrapolation of trends through such observed magnitudes.
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In ordinary input-output analysis the simple proportional form is assumed for all relation-

ships between intermediate inputs and outputs in the production sectors. However, it is quite

possible that the relationship between volumes of input and volumes of output may be closer for some

types of inputs and outputs than for others, and also that the relationships may take on different

forms for different types. If systematic differences can be established, they will give indications

of how the simple Leontief model most profitably can be improved through further research into the

structure of the production functions.

An important aspect of this study has consequently been to investigate wether any systematic

differences could he discovered in the forms of the relationships between different types of inputs

and outputs. Such differences could be related to characteristics of the input items themselves or

to characteristics of the producing or receiving sectors.

IL The data

The basic data for this investigation are provided by Norwegian input-output accounts in

fixed 1955-prices for 89 production sectors for each of the years 1949-1960, althogether 12 years.

The same data have also been utilized in several other investigations under the same research

project.

ThisThis is not the place for a full description of the basic statistical data and the methods of

prosessing of these data, which culminated in the series of input-output accounts in fixed prices
2)

 .

However, it should be emphasized that the national accounts figures are the results of a rather

extended system of processing of a body of primary statistical observations, which, even though it

maintains high standards in regard to coverage and quality, is by far not comprehensive and consistent

througout. Errors in reporting and mechanical as well as judgement errors in the various stages of

processing may have affected all the elements in the input-output accounts. The precision in the

data probably varies both with rows and colums in the input-output table. Due to scarcity of

statistics it is probable that the greatest margins ot error are to be found in the figures for inputs

to and outputs from some of the service sectors. A particular problem is the question of consistency

over time in the observations and their processing.

The expansion and general improvement of the Norwegian statistical system over the period must

have had conciderable effects on the precision of the figures and may at the same time have impaired

their comparability over time.

One particular source of variations in input-output proportions appears to be shifts in the

designation of the production sector of origin for a given type of input.

The various types of error may have contributed to obscuring possibly stable relationships

between inputs and outputs in the production sectors, but the estimation procedure may also have

tended to introduce stable proportions where in reality there are none. The latter type of error may

in particular have occurred at stages where human judgement comes into the process of estimation.

For each of the 89 production sectors we have for each year figures for gross production

1) See for instance: Per Sevaldson: "The Stability of Input-Output Coefficients" in "Applications
of Input-Output Analysis" Eds. A.P. Carter and A. Brody. Amsterdam, London 1969. Also as "Artikler"
No. 32 from the Central Bureau of Statistics of Norway.
- "Substitution and Complementarity Effects on Input-Output Ratios" Working Papers from the Central

Bureau of Statistics of Norway, IO 69/14. Mimeographed, Oslo 1969.
"Studies in the Stability of Input-Output Relationships. Effects of Aggregation and Changes in
Coefficients on the Result of Input-Output Analysis" Working Papers from the Central Bureau of
Statistics of Norway. IO 72/6. Mimeographed, Oslo 1972.

2) A relatively detailed description is given in "National Accounts 1865-1960", Central Bureau of
Statistics, Oslo 1965.

See also Thomas SchiOts: "The use of Computers in the National Accounts of Norway". The
Review of Income and Wealth, No. 4, Dec. 1966.
and

Erik Homb: Calculation of National Accounts at Constant Prices in Norway. Mimeographed note.
Central Bureau of Statistics of Norway. Oslo 1967.
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including intrasector deliveries (registered deliveries between establishments within the same

production sector), intrasector inputs, inputs from each of the other production sectors And inputs

from each og 62 "import sectors" 1) all in fixed 1955 purchasers' prices. As the difference between

gross production and the sum of all inputs we also have value added at 1955-prices for each sector.

For each of the commodity producing sectors trade margins on its products was registered as an

input from the sector Trade. By deducting the value of this input from the gross production value at

purchasers' prices we obtained gross production value at producers' prices.

Since the size of trade margins were believed to depend on the use of the products, and since

the distribution of the products of a sector over its various uses may vary from one year to the next,

the sum of trade margins on total sector output was belived to be an unstable element in gross

production at purchasers' prices, and consequently gross production at producers' prices was chosen as

a measure of sector output.

Four of the production sectors are dummy sectors for the redistribution of unallocated items

and 6 sectors had no inputs in the observation period, so that value added and gross production were

identical. This left us with 79 sectors for which the relationships between inputs (at 1955-

purchasers' prices) and gross production (at 1955 producers' prices) could be studied.

These sectors received inputs from 71 Norwegian production sectors and from 55 import sectors.

Each import sector except one ("invisible imports") functions as a distributor of import goods

corresponding to the products of one particular Norwegian sector. In addition there is for each of

the 79 sectors an input item for value added.

The list of sectors is given in appendix tables I and II.

Our data for the 79 production sectors include about 1500 input items (including value added).

However, some of these are very small and therefore subject to large relative changes due to arbitrary

causes, like rounding and balancing adjustments. Asa consequence all input items which were less

than 2 per cent of gross production in the receiving sector in all years, and which were also less thap

1 per cent of gross production in at least one year, are lumped together into one item ("small

unspecified") for each sector. These input items, 75 in total, are not analysed in the same detail as

the others.

There renames then 477 specified input items, 79 gross value added items and the 75 small un-

specified items.

Since the gross value added items are the difference between gross production and input sum

for each sector, they are not entirely independent of the sepcified input items.

In the sequel we shall consider the 477 specified input items as a reference group, and compare

the results for specific subgroups or combinations of input items with the results for this group.

Each of the 477 specified input items is charasterized by sector of origin and by receiving

sector.

These items have been grouped according to wether the sector of origin was a Norwegian

production sector or an import sector, and each of these two groups have been further subdivided in

the following way:

When a receiving sector used inputs from both a Norwegian sector and the corresponding import

sector, these inputs were classified as competitive, all other inputs were considered to be non-

competitive. Accordingly we get a subsivision of specified inputs from Norwegian sectors into

competitive and non-competitive and also a subdivision of sepcified inputs from import sectors into

competitive and non-competitive. It should be noted that input deliveries from the same sector may be

classified as competitive in some receiving sectors and non-competitive in others. Since the

classification into competitive and non-competitive inputs was made on the basis of all the about

1500 input items, there is not one specified competitive imported input item for each specified

competitive domestic input item or vice versa. (There are 86 cases where both domestic and corre-

sponding imported inputs to a sector are large enough to be specified).

1) Imported commodities grouped according to the assumed sector of production (in the country of
production).
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We get the following groups:

Norwegian, competitive: 	 161 input 	 items

Norwegian, non-competitive: 	 153 input 	 items

Imports, competitive: 	 137 input 	 items

Imports, non-competitive: 	 26 input 	items

Total specified 	 477 input 	 items

On the basis of the specified and unspecified input items in each receiving sector we also

formed the following aggregates:

The sum was formed of each item of Norwegian competitive input and the corresponding imports,

competitive input when this spn was above 1 per cent of gross production in the receiving sector in

all years or above 2 per cent t at least one year. This group of input items was calls "competitive

inputs combined". There were 22) of these items.

The sum of all input items which were believed to contribute to the supply of energy in each

receiving sector, were taken and termed "fuels combined". There were 53 of these items.

Inputs for which the sum of corresponding Norwegian and imported inputs in at least one year was

above 10 per cent of gross production in the receiving sector were termed principal inputs. For each

receiving sector the sum of each principal input (if any) and those inputs which were believed to be

close substitutes for it was taken and these sums were termed "substitution groups". There were 53

such items.

For each sector the sum of all imports was taken. There were 68 "import sums".

Our data thus consists of input and corresponding output observations over the 12 year period

1949-1960 for the following 10 groups of inputs which we shall refer to as "basic groups".

Norwegian, competitive: 	 161 items

Norwegian, non-competitive: 	 153 items

Imports, competitive: 	 137 items

Imports, non-competitive: 	 26 items

Competitive inputs combined: 	 225 items

Fuels combined:	 53 items

Substitution groups:	 53 items

Import sums: 	 68 items

Gross value added: 	 79 items

Small unspecified:	 75 items

Total 	 1 030 items

Of these the four first groups will usually also be combined to the reference group of "all

specified inputs". Since the Fuels combined items may be considered as special cases of substitution

groups they have in som tables been merged with Substitution groups. And in some tables Imports,

competitive and Imports, non-competitive are treated together as Imports. In this way it has been

possible to obtain somewhat higher absolute frequencies than when all groups are treated separately.

It should be realized that all the other groups, except the group of value added items, are

sums of items picked in various ways from the four groups of specified input items and fram the group

of small unspecified; and the value added items are related to the sum of all specified and un-

specified items (as their complement in total production). As a consequence of this it does not

make sense to combine all the 1 030 items into one large reference group. The various basic groups

are kept apart throughout the analysis, with the exception already mentioned.

All or some of the basic groups may also be subdivided according to additional criteria,

which make it possible to investigate if the outcome of the testing procedure varies between groups

and subgroups. Such variations may give indications about the causes of differences in test results

between individual input items.
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i3 J
t) 	 a.47 b..x.(t)

xj 	 ij j

In general the input items were classified according to Characteristics of the input item

itself, its sector of origin or the sector receiving it.

The characteristics of the input items, which are analysed arp the following;

1) Characteristics of the input item itself:

a) Basic group (i.e. Norwegian, competitive, etc,)

b) Size of the input item i) in per cent of gross production in the receiving sector

ii) in million kroner (at fixed 1955-prices)

iii)in per cent and in million kroner simultaneously

c) Type of input, i.e. whether the input was direct materials, auxiliary materials,

Packaging Materials or services.
Charasteristics of the delivering sector;

a) A full specification of all the individual sectors of oriin

b) Delivering sectors characterized by type aS "extractive and Service producing' or

"commo4ty processing"

Ç) Delivering sectors characterized by the number of sPecified deliveFies.

Characteristics of the receiving Sector;

a) Type, i.e. "extracti,ve and Service u 'commodity producin" o "upspecifi d".

b) Size of average production value (irk million 195-krone)-
c) Dispersion of Production in relation to size of production.

d) Exj.stence or non -0;isence of a trend in production.

e) DisPerPion and tren1 combined.
f) Number of PPecified input items.

III. The c mPutations

The variables were run through a computer program for least squares li p,e017 rgreps iopp, The

program could handle up to 12 variables (dependent and independent) tOgether, so that variables
to be grouped in twelves or smaller groups, each group including as the three first items the

"independent" variables': x.(t), t and t , x.(t) respectively, and x. (t for eigt i's as the remainingj 	3

eight variables'

The program did not compute regressions without constant terms and did not cQmpute any meas4

of serial cOrrelation, like the Durbin-Watson statistic.

On the basis of an a priori assumption that all relationships between inputs and outputs are

special cases of the for'!"

our problem was to test if some of the coefficients were zero ,

By the Program we could compute least squares estimates for the basic

form

x.	 .
lj

.x.(t
i3 J LJ

x .

and the alternatiVes;

aß 	 aß 	 aßx. (t) 	 a. 	 .4. ß.. x
xj 	 xi 	 13 J

a05 	 c4cS 	 (246 	 aß6x..(t) 	 a.. 	 *1- ß.. x.(t) 4. 	t 	x. t)
x.] 	 4 	 J

a(3y 	 otØY 	 c4(3,Y 	 aßYx 	 ( ). 	 9 Œ ' 	x.(t) 4' Y . tii 	 ii 	 xi 	 .] 	 ipl
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We wanted to use the results to test the hypotheses that some of the coefficients in the basic form

are zero.

The results of such tests will depend on two types of chaises:

a) the test criteria chosen and

b) the order in which, the various tests are applied.

a. Test criteria

The test criteria were choosen so that, assuming the residual error to be normally distributed

with zero mean, constant variance and no serial correlation, and ignoring the problems of applying a

succession of test criteria, a hypothesis which is considered to confirm Leontiq's theory runs a risk

of being rejected in one out of 100 cases where it is correct ("the 1% level"), whereas a hypothesis

which is considered to contradict Leontief's theory has a chance of being rejected in one of 20 cases

where it is correct ("the 5% level"). Only hypotheses implying b.	 d j = 0 were considered to

contradict Leontief's theory in this connection. (We did not distinguish between positive and negative

values of b
ij 

in the testing procedure.)

b. The order of testing

The tests were applied in the following order:

b(1) a.. = c	 = d.. = 0 i.e.	 x. (0 = b..x.(t) + u. (t)
ii	 13 	iJ 	13 	1J

If (1) was rejected at the 1% level, test

bd	 dbd
(2) a. = c. = 0 i.e. x. (t) = b .x.(t) + d b tx (t) + u(t)

ij 	 ij 	 ij 	 ij

If (2) was rejected at the 1% level, test

(3) b. =	 = d.. = 0 i.
ij	 13

. 	X. (t) = a	 + u. . (t)

If (3) was rejected at.the 5% level, test

ab	 ab	 ab
(4) c.. = d.. = 0

	

	 i.e.	 X. .(t) = a.. + b..x.(t) + u..(t)

If (4) was rejected at the 1% level, test

ac	 ac	 ac, ,0) 	 b..	i.e.	 )c .	 +.	 u(t)
ij	 1j 	 ij 	 ij

If (5) was rejected at the 5% level we accepted

)c.b. .x.(t) +	 .	 + d. tx.(t) + u. (t)
ij	 i	

c
J	

ij	
ij j	 ij

It sholud be emphasized that both the test criteria and the order of testing are biased in the

direction of favouring the Leontief theory. We wanted to find out whether the data indicated a need for

modifications in our chosen basic hypothesis, not to use the data to choose a best fit, The order of

testing, in particular, was important for the outcome. Had we chosen to start with testing the

hypothesis (3) bij = cij = dii = 0 instead of (1) a ij = c ij = d ij = 0, the results would have been

different. Trying this reversed testing order, it turned out that we would have been led to rejept the

Leontief .. = 0) in about 1/3 of all the cases instead of in only 1 per cent,
ij

as we will with the chosen ordering of the tests. (Compare tables la and lb, 2a and 2b).
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Form of r gression   

r 717, r- 	 7- 7 '

FroPortiOnal ., no trend „..,. 	 107 	 87 	 96 	 16 306 	 147 	 33 	 30 	 45 	 48 	 51
Proportional, trend —........ 	 43 	 49 	 2 	 9 	 133 	 67 	 15 	 19 	 16 	 20 	 17
Proportion41, total 	 ..s.,. 	 150 	 136 	 12E3, 	 439 	 214 	 46 	 49 	 61 	 68 	 68

Linear, Positive, no trend ,.. 	 3 	 3 	 3 	 9 	 1 	 1 	 1 	 2 	 5 	 2
Linear, positive, trend ...,.. 	 1 	 2 	 ? 	 6 	 1 	 1 	 1 	 3 	 3 	 ,..
Linear, POsitiveT t9tal ,... . 	 4 	 5 	 5 	 L 	 5 	 2 	 2 	 2 	 5 	 8 	 2

Linear, negative, no trend
Linear, negative, trena
Linear, negative, total

3 	 1 	 7 	 1 	 3 	 J. 	 1
3 	 5 	 3 	11 	 6 	 1 	1	 1 	 1 	 1
6 	 8 	 4 	 7 	 4 	 1 	 1 	 2 	 2

Total	 0.00 , 0 00 161 	 153 	 137 	 26 	 477 	 225 	 53 	 53 	 68 	 79 	 75

Table lb. Forms of the regressions of inputs on 04tP4ta for basic categories of inputs. Numbers Pf
input itemS. Changed order of testing.

Form of regrePsiOn

	T 	
1 	

1 	 , 	 r1

	G) 	 (I) 	 rcs

	

t› 	 t.	 a)

	

... 	 'H 	ro	 0
	4 ,-) 	 +3 	 a) 	 Rrri
	0 	 ,H 	 (L) 	 • H 	 • H 	 5 ,0

	

f, 44 	 +, 	 4-4	 Ei

	

0 • ,.1	 0 0	 • H	 (1)	 , ri 	 • H 9
	43 -P 	 ,a4 g'	

•' +; 	 , ila,	 O 42) C.)
•r4 • ri 	 CII • H 	 (11 0 	 a) 	 - .r,-1

	

%0 +0, 	
0
40 0 	 t 4e) 	4)0 	P40)	 +, En

	C.) 	 $.4 (.) 	 p -P	 5+)
• P.4	 1 	0P4	Ol 	0	 §4 r;:,,

	

;4 " Fi	 1.4 0	 P4 0	 P4 0	 H P4
00 00 00 m g Ho. 00
• 0	 o	 1-,-1 c.)	 P	 , 4 ' ', 	 O.H

7

Proportional, no trend . •!!' 	 49 	 61 	 38
Proportional, trend fie. ? WO 	 35 	 36 	 50
proportional, total ..... ..,. 	 84 	 97 	 68

Linear, no trend „.„,„ .., 	 6 	 6 	 4
Linear, tren4 f.,. f i.,.,, 00, 	 4 	 7 	 5
Linear, total •,.•.,...,,,, ,,,,,, 	 10 	 13 	 9

Tndependent, no trend 	 41,4,..e 	 66 	 40 	 60
Independent, trend i... ..., 	 1 	 -
I4dependent, total 	 . 	 67 	 45 	 60

	11 159	 86 	 21 	 28 	 27 	 4 	 35
8 	 10 9 	55	 8 	 17 	 15 	 19 	 15

19 	 26.'8 	 141 	 29 	 45 	 42 	 61 	 50

	

16 	 2 	 4	 ], 	 2 	 6 	 3
	17 	 7 	 2 	 2 	 4 	 4 	 1
	33 	9	 6 	 3 	 6 	 10 	 4

	

6 172 	 73 	 18 	 4 	 19 	 7 	 20
	4 	 2 	 1 	 1 	 1 	 1
	6 176	 75 	 18 	 5 	 20

Total 	 161 153 	 137 	 26 	 477 	 225 	 53 	 53 	 68 	 79 	 75



Form of regression

•H

z
,r)

e 0
o
e)

0
• H

00

Linear, no trend
Linear, trend 00.000000000
Linear, total

7	3.9	 2.9
	2.5	 4.6 	 3.7
	6.2	 8.5 	 6.6

	3.3
	

0,9
	

7.5
	

1.9
	

5.9
	

7.6
	

4.o

	

3.8
	

3.6
	

3.1
	

3.8
	

3.8
	

2,9
	

5.0
	

1.3

	

3.8
	

6.9
	

4.0
	

11.3
	

5.7
	

8.8
	

12.6
	

5.3
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Table 2a. Forms of the regressions of inputs on outputs for basic categories of inputs.
Percentage distributions.

Proportional, no trend
Proportional, trend
Proportional; total

26.7
93.2

32.0
88.9

0.i
23,4

93.5

	_.6 	úì.d	 65. 3

	

34.6 	 27 	 29.8

	

96.2 	 92.1 	 95.1

	62.3 	 56.6 	 66,2 	 6o.8 	 68.0

	

24.5 	 35,8 	 23.5 	 25.3 	 22.7

	

86.8 	 92.4 	 89.7 	 86.1 	 90.7

Linear, positive, no trena
Linear, positive, trend ..
Linear, positive, total

Linear, negative, no trend
Linear, negative, trend ....
Linear, negative, total

2O
	

2.2

	

0.6 	 1.3
2.5

	1.8	 1.9 	 0.7
	1.9	 3.3 	22

	

3.1 	 5.2 	 2.9

- 1,9 	 0.5 	 1.9 	 1,9 	 2.9 	 6.3 	 2.7
3.8 	 1.2 	 0.4 	 1.9 	 1.9 	 4.4 	 3.8
3.8 	 3.1 	 0.9 	 3.8 	 3.8 	 7.3 	 10.1 	 2.7

- 1.5 	O. 	5.6	 _ 	 .... 	 1.3 	 1,3
2.3 	 2.7 	 1.9 	 1,9 	 1.5 	 1.2 	 1.3
3.8 	 3.1 	 7.5 	 1.9 	 1.5 	 2.5 	 2.6

Independent, no trend
Independent, trend
Independent, total

o.6
0.6 	 2.0
J.6 	 „2.6

0.2
0.8
(.0

1.9
	0.9 	 1.9 	 1.5 	 1.3

	

0.9 	 1.9 	 1,9 	 1.5 	 1.3

2.7
1.3
4.0

Total 	

Of these: without trend
with trend ....

100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

70.2 	 61.4 	 73.0 	61,6	 67.7 	 66.2 	 71.7 	 58.5 	 69.1 	 68.4 	 74.7
	2(.3	 _3 	111.5 	 30.9 	 31.6 	 25.3

Table 2b. Forms of the regressions of inputs on outputs for basic categories of inputs. Percentage
distributions. Changed order of testing.

Form of regression

z:44
•H

C.) A)
• 0

•H

•H
.p
0) -0
Pi
• P,
0t:
0 *H

W.H
H

13)

o
•H

-P.H

(f)

0

Proportional, no trend .. •

• 	

30.5 	 39.9 	 27.7 	 3 	 33.4 	 38.2 	 39.7 	 52.8 	 39.8 	 53.2 	 46.7
Proportional, trend .......... 21.7 	 23.5 	 21.9 	30. 8 	22.8	 24.5 	 15.1 	 32.1 	 22.0 	 24.0 	 20.0
Proportional, total ... . . . 	 52.2 	 63.4 	 49.6 	(3.1	 56.2 	 62.7 	 54,8 	 84.9 	 61.8 	 77.2 	 66.7

Independent, no trend
Independent, trend .4..
Independent, total

41.0 	 26.1 	 43.3 	23.1 	36.1	 32.4 	 33.9 	 7.5 	 27.9 	 8.9 	 26.6
o.6 	 2,0 	 0.8 	 0.9 	 1.9 	 1.5 	 1,3 	 1.4

	1 	 53.8 	23.1	 36.9 	 33.3 	 33.9 	 9.4 	 29.4 	 10.2 	 28.0

Total 	 100,0 120.0 100.0 100.0 100.0 100.0 100.0 100.0 100.o 100.0
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PART B, METHODO4OGICAL PROBLEMS

Two aspect of the present investigat Qn raise Pe0104ilogia1 PraleMS to which there are nP
easy standard solutions. One set of problems rplate to the multiPle testing Procedure used in sifting
our data through a process of successive tests, The other relate to the fact that we are interested

not in a few individual_ regression studieS, but in a statistical population of such stUdies. The

latter aspect means that we face a problem of statistical analYsis of the results of statistical

analysis, The results of our computations and groupings of the data are in 4 way straightforward, and

may be studied in Part C of this Publication. However, for a full understanding and interPretatiPn of

the general implications of our results, it is necessary to understand and appreciate the strengths as

well as the limitations and biases *plied by our methods.

The chapters of the present Part, (Ch. IV to IX) are the aUthor's somewhat pedestrian efforts

to work his way through the various problems pf interpreting and assessing tbe power of the methods

emPloYed. There did not seem to be more readily available standard methods ha44, Tbpsp whp f ind

these chapters too cumbersome or boring, may still be interested in the numerical results in part c.

IV, The test T,

The tests that we used are based on methods for testing composite hypotheses in regression

Podels, "

We have an unrestricted" model

alx1t+ a2x2t 	 an)çr,it 	 ut

and 	 "restricted" 1119deT

=az t4
1 lt 	 2t

a x
T171 - ,t 	 ut

Le ' an-k+1 4n-X+2
	

a'n 0

. 	 independent variable no, i in peripd t, measured froM its average

1 , 2 ,s , .,4; 1c 	 t=1,1!,.,T

dependen variable, in perioa t, measure4 from its av erage .

t

= residual terms
"z
u 	 ' least sq4ares estimate of

7 least squareP estimate of

u according to A

2u according tO B

Then: if the "restricted" model, 8, is correct, and if u is normally distribUt 4 4rPI.Ind zero: with a
finite yariance and n9 Serial cOrrelation, indePendept of x i the statistic

Fk,T-n-

u
t

k

will be distributed accordin to the F-distribution, with k and T-n-1 degreeS of freedom.

Substituting the multiple correlation coefficients, R and R' calculated on the basis of the

unrestricted and the restricted models respectively we obtain;

Fk,T-n-1 
T-n 1 	R2- R' 	T,n -1 

1-R2 	 k1-R

See e. 	 • Johnston 'Econometric Methods", New York 1960,
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The variables in the models above are measured from their means, and the model equations have no

constant terms. When it is of interest also to test the constant, the variables may be measured from

the origin (zero) and the constant may be included in (one or both of) the model equations. The

constant term, a , is just like all the other parameters and can be tested (or not tested) jointly
0

with other parameters. No special treatment is required.

The steps in the testing program are described in detail in Appendix A.

Dis	 Ure'on of the testir:.

Our test program has no test for serial roll- elation in the variables and this is a rather

serious short-coming with this type of data.

We must also con id'  the implication of applying our test criteria successively, as a set of

grids, through which the cases ae sifted, We axe concerned with the probability of rejecting a

hypothesis when it is correct ("errors of the first kind") and the probability of not rejecting a

hypothesis when it is wrong ("errors of the second kind").

In going from one hypothesis to the next we in some cases go from a more comprehensive, e.g.

a=c=c1=0, to a less comprehensive, eg. a=c=0, in the sense that the latter hypothesis is always true

if the former is true, but the latter may also be true if the former is wrong. In other cases we do

not have these simple relationships between the hypotheses. Let us first consider the step from one

hypothesis (A) to a less comprehensive (B) in the above sense: e.g. from a=c=d=0 to a=c=Q. This

test is performed by computing the test statistic, F 3.8 , which is such that when the more comprehen-

sive hypothesis, (A), is correct, and under the adopted assumptions, the probability that the computed

F-statistic shall have a value above a given limit, (F3.8 
= 7.59), is 0.01 and when the hypothesis is

wrong the probability that the computed IHstatistic shall have a value above this limit is "as great

as possible". The more comprehensive hypothesis is then rejected for those cases where the computed

F-statistic is above the given limit.

For those cases for which the more compreheusi .ve hypothesis is rejected, the less comprehensive

hypothesis, (B), is tested. A new test statistic, F 2	
is now computed, which is such that if the

- .8'
less comprehensive hypothesis, (B), is correct, and under the adopted assumptions, the probability is

0.01 that F
2.8 

will have a value above a given limit, (F
2.8 

= 8.65), and when the hypothesis is

wrong, the probability that this test statistic shall have a value above this limit is "as great as

possible".

It can be shown that the value of the former test statistic (F3.8)
 must be equal to or above

two thirds of the value of the latter for a given observation and that equality is not excluded.

(See Appendix B). However, the critical values of the former are up to 90 per cent of the

corresponding value of the latter for given probability levels. This implies that we could obtain

values of the F-statistics which led us to accept (not reject) the more comprehensive hypothesis, (A),

but to reject the less comprehensive one, (B). This, of course, is a peculiarity of the test, and we

will in the following maintain the more logical conclusion, that if the more comprehensive hypothesis

is not rejected, we assume eo ipso that the less comprehensive hypothesis has also not been rejected.

The consequence of this use of the test will be:

a) The probability of rejecting the more comprehensive hypothesis when it is correct is 0.01.

b) The probability of accepting the more comprehensive hypothesis when it is wrong is as small

as possible, given a).

c) The probability of rejection both hypotheses when at least the less comprehensive is

correct is somewhat less than 0.01.

d) The probability of accepting the less comprehensive hypothesis when both are wrong, is as

small as possible, given the probability level under c), but not necessarily quite as small

as it might have been had the probability level under c) been 0.01.



y
§.05

P=0.01

F38

Rejection of both
hYPPthesis

ee ",

Acceptance of less
comprehencive
hypothe$is
Rejection of more
comprehensj-ve
hypothesis

Acceptance Pf
- both hypo-
: thesis

eP.

•• ,ç+g-

olç*

iC
10'

o

^-

Acceptance of both hypothesis by convention,
acceptance of more comprehensive and rejection o
less comprehensive hypothesis by test criteria

15.38
P-40,001 -

7.59
p=0.01

4.07
P=0.05

1$,49 r

P=0,001
4,46

P=0.05

The situation may be illustrated by the following diagram:

piagraT 1. Relations between values of the test statistics F, 	 and F2 8 and the
decision rules adopted for acceptance and rejecti66 of the more and less
comprehensive hypothesis 1)

 Probability of obtaining corespopdri8 F -
vslue when hypothesis is correct.

For some tests we do not apply the same probability level for the more comprehensive as for the

less comprehensive hypotheses. We use 4 test by which the more comprehensive hypothesis (under given

conditions) would be rejected in 5 per cent Pf the Cases when it is correct, but the lesp comprehensive

hypothesis is tested by a Procedure which would lead to rejection in only one per cent of the eases if

it is correct. In this oase the critical value of the test statistic for the more comprehensive

hypothesis (F3.8 ) is less than half the critical value of the test statistic for the less comprehensive

hypothesis, (F 288 ) 1 and the latt ar 041 never be rejePted if the former is accepted,

When the hypotheses arP nOt related in this simpl,e way, the situation is more complicated,

also in the interPretatiOn of teS results:

Let us qonsider two hypotheses A and '3. (e , g. A: aij = c ij = 0) and ß 	 b ij = d ij = 0 in our

basic form. (We assume Our bYP0theses to be mutually eçlusiN,Te, So that not both can be Yalid
simultaneously, but they may both be invalid.) For each of them we compute and apply a test statstic

in the usual way, with 4 level of 0.01, The values which can be obtained for these test statistics

may be conceptually related, e.g. so that one will always be in excess of or smaller than a cerain

fraction of the other, or po that the possible differences between their values are limited. In our

reasoning we will to some etent abstract form any sich dependenCies,

Suppose that hypothesis A is correct and D is wrong, an4 that we apply the test statistic for

A first. For in the average 1 Put Of 100 capes we Will still reject hypothesis A.

Wpther we now accePt or reject for the case P where A has been rejected is not very important,



Accept A •!nd accept . B "' ' 'P
A

b) - Accept . A. on i .
"

i/100 	 9 /100
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since both the conclusions: "A is wrong and B is right" and "A and B are both wrong" are erroneous.

There is a 1 per cent chance that our test procedure will lead us to an erroneous conclusion. If we

assume that the probability of accepting B when A is correct is P 1A3 and independent of the test

statistic for
1

	then the probability of rejecting A and accepting B will be 0.01 PB and the
A

probability of rejecting both A and B will be 0.01 (1 -

Now suppose A is wrong and T°, iq right. It is now an unknown probability that our test

criterion for A will lead us to acc .-, t A. 1,1, know about this probability that it is as small as

possible, under the conditi , m thnt	 sar19tc	 ri_iPri_on shell only 1 ,-14 us to reject A in 1 out of

100 cases when it is corceet. '4e term tLi.,-; prba i1 ty P 3‘ , it we apply the tost criterion for B,

irrespective of the OUteOMP in - er,Prl to A, we v3.1 accept B for 99 out of 100 rases and reject it

foc 1.

What are now the :..; .robabili ies that we wil_z

1) accept A

2) reject A and accept B

3) reject both A and B?

if we follow our procedure of first testing A, and testing B only for those cases where A is rejected.

We may set up the following diagtam for a complete tetiTT scheme and the probabilities for the

possible outcomes:

Probability 	 COgelusi T 	 Probability

c)
r B

d

Reject A and reject Bi

Reject A and accept 	 if

Here a) + b) with the prob ,ibili	 c,rr,,,:s :0 kr) ,P.lusion 1) in our testing procedure. c) with

an unknown probability corre5pond6	 oon(in,;ion 3) pnd (I) with the unknown probability P
B 

corresponds
d

to conclusion 2) in the testing pr,cerh	 7117 	t	 niobability that we shall arrive at the correct
B 	 Bconclusion, d, is P
d' 

and we kvow that - - P ›. P 9 	- 0.01. If the test statistic for B is
A - 	 A

entirely independent of the outcome for A,P B 	0.99 1 "- ) and the probability of arriving at anB
'A

erroneous conclusion will be (1-P I ) = 0.01 4- 0.99 P. If the test statistics are not independent, the

two last expressions must be replaced by expressions in PB which must be between limits which areA
only .01 apart, and thus, wethec the test statiGt1cN are dependent or independent the probability of

B 	 Barriving at a correct conclusion will primarily depend on the size of PA . PA may be expected to be

great when hypothesis A is "not far from being correct" (coefficients near zero). Furthermore, there
B .

may be dependencies between the test statistics, in such a way that P i s large, i.e. the probabilities
A

for errors of the second kind for hypothesis A is large, when B is correct.

Now let us suppose that both A and B are wrong and let us term the correct hypothesis C. With

the appropriate notation our scheme will now be:

Probability 	 Probability

CP
A 

•• •.• • e • • • • • • q • •

P
C
d

pC
C

,

I. b) Accept A and reject Ba) Accept A and accept Bi
. ,

d) Reject A and accept BI

c) Reject A and reject B
(j e. accept C)

PC
B

The probability of arriving at the correct conclus,io 	 c, is PC , bu now we have
c

c 	c
	Min. (1-P

c 
' 1-P

c 	 , ,

	

) 	 P
c 

›. max (1-P - 	 0)B 	 A 	 c - 	 A 	 B

1) This assumption of independence is perhaps not very realistic, but it is also not very important
for the following reasoning and conclusions.
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where min (a,b) means the smallest of a and b, and max (a, b) means the largest of a and b.
If the two test statistics are entirelY independent

C 	 C 	 C
P = (l -P )(1-P )A 	 B

CWhen there is dependency between the test statistics for A and B, P may approach one of the
cC 	 C 	 C* 	 C*boundaries. In this case we could write p = (1-P )(1 -P ), where P 	 is the probability ofcABB

obtaining both a test statistic for A which leads to rejection of A and a test statistic for B which

	

g* , C 	 C , 	 i C*leads to acceptance for B, when C is correct. We may have P B r PB , but if PB Is small PB must be
C . 	 c 	 C*close to P and if P is large, P will be small irrespective of the size of 	 P 	 . Thus we mayB 	 4 	 c 	 B

Q 	 C 	 Cstill maintain that the size of 	 P is deciPivelY depending on PA and PB .c

As an illustratiOn we have:

	C	 C 	 Cif P = P F 0.25, P = 0,56 under independencY, and generally 0,75 	 PA 	 B 	 c

	

C 	 C 	 C 	 Cif p . P . 0,5, P;-*- Q.25 under independency, and generally 0,50 	 P c	A	 B 	 c
C 	 Cif l 	P

c 	
0.75, P = 0.06 under indePendency, and generally 0,25 	 P cB 	 c

The probability that we in this case erroneouslY shall accept hYPothesis A
CB (after having rejected A) is P d , which assuming independency between the

is P
'

 that we shall accept
A

tests will be

C 	 CP . (1-P )d 	 A
C 	 C 	 C 	 Cp < P 	 an generally 	 PBB 	 de 	 ll 	 PdB

	

Thus, if P 	 P 	equal, our testing procedure is partial in favour of erroneously classifying cases

as confirmation of hypothesis A rather than of B, when both hypothesis A and B are wrong. The chances
Cof identifying the capes where both A and B are wrong, may become rather slim, if I 	 P are Of some

magnitude.

If x,41 add PO- 1 1 another hypothesis, D, tp our link of testing, our chances of identifying cases

where all the three hypotheses, A, B and C are wrong and D right will be even smaller. If the third

hypothesis is C, with probability fOr errOr of the second kind - when D i$ right and both A, I!, and c

are wrong - Pc , then our probability of identifying a case where hypothesis D is right and the others
wrong, P Must sat isfy

DDDD 	 DDD
min (l - 'P 	 -P 	 1-P ) 	 P 	 ,MAX (1,1? 	 P 	 P 0)	A	 B 	 C 	 A 	 B 	 C

d in the case of indePendenCY bPtweep the test statistic :

	

D 	 D 	 D	P	 (l -P )(l-P )(1 -p )
A 	 B 	 C

and when there is dependency, PD may approach one of the boundaries. This result would npw give:

Dif T 	 DPA 	p . 0.25, P = 0.422 under indePendency, and generfillY
	D 	 C 	0,75P	 0.25
	D	 D 	 D

if P . P = P . 0.50, PD = 0,125 under independency, and geperally 0.50 PD	A	 B 	 C

DDD
	if P = P	 P = 0. 75 , P D =o 0l under indePendency, and generally 0.25 PD	A	 B 	 C

For the tests in our study we PaY stiP411 4tg;

Hypothesis

A: a... c., . d.
i
 . 0, test level 0, 14

B: a.
j
 = c.. = 0 	 , test level 0.01

	

l 	 13

C; b 	 ° c.
j
 = d 	 0, test level 0,05

D: 	 c. 	 = 4. 	 ,..... Q 	 test level 9 0 01



between A, B and D and - between„ C and 	 and E we abstract from

of accepting

C is correct, e.

t  of aeceptiLg,	 and

(In our case f3A

correct and not A.
_B	 C
I-	8 etc. th, probabl.

ng B when, B
	

ec,

also be the probe
	

it

'ccpt int A when C

accepting A and

accepting A and

_ctin: Al and

C C
0.95(1-P - f3

B

C C
0.04(1-P 	 )

B

(3
A

)(1-P
rA

E

)(1-19 )(1-1, 

when D when E is correct when F is correct  

P
D
A 

F
P
A

Rejecting A and B and
accepting C

Rejecting A, B and C and
accepting D .,....,.......

Rejecting A,B,C and D and
accepting E .................

Rejecting A,B,C,D and E and
accepting F

Probability of:

Accepting A ........

(0.01 
B

)(P B-P
B

)
C C

(0.01-(3
B
 )(1-P

B
D )P

B
E 	0.01(1-PC-8C)PC

B	 E

B	 C C	 C
(0.01-e)( PB )(l-P )	 (1-P )B	 E

(1-P	
E

 )P
C

E E	 ;1, 	 E
(1-P B	 )(P P )D C

E E	 E
0.95(1-Pp - f3 )(1 -P

Dt,

0.05(1-
E

)( PD
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E: b.. = d.. = 0	 , test level 0.0513 	 13

F: A, B, C, D and E are all wrong,

where B and D are correct if A is correct

and D and E are correct if C is correct.

We denote by
B C C
A , P A , P B etc. the prob

•,-7rrect,' of accepting B

rejecting B, when A is

rejecting B when C i corr

accepting B when A is

Apart from the rcl

any dependencies between the 	in so far as they are not decisive for the probabilities
C C

P	 P	 P etc.
A' A' - B

1Tar)1c A. SpeGification of probabiltie s 

when A is correct when B is correct	 when C is correct 
--------------

0.99   

Probability of.

Accepting A ......  PA

Rejecting A and accepting B
A

099-

Rejecting A and accepting B

Rejecting A and B and
accepting C	 ...... . . . ....

Rejecting A, B and C and
accepting D ..............

Rejecting A,B,C and D and
accepting E

Rejecting A,B,C,D and E and
accepting F .................,

(1-P
DD

)(0.99-P
D

B

D D
0.01(1-P -8 )P

0,01(1-P
D	

1-P
FF 	 F

(1-PB- ß )(1-PD)(1-PE)

1) For explanations, see the text.
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In table A we have to some extend abstracted even from the known relationships between A and D and

between C and E. However, our main concern is with the probabilities of obtaining the correct test

results, that is with the probabilities on the main diagonal in table A, If these probabilities are

below the desired levels of .99 for tests A, B and D and .95 for C and E, our next concern is: which

hypotheses "get" the extra probabilities for being accepted when they are wrong? Obviously the

conclusions, which in this sense will "steal" Probability from the correct conclusions in table A will

be the probabilities above the main diagonal. Under our hypotheses the sum of the probabilities

below the item in the main diagonal in a column of table A cannot exceed .01 and .05 respectively for

the two test levels applied. In the table we have allowed for the dependency between the test

statistics for A and B and between those for C and D. We have also allowed the possibility of

accepting an erroneous hypothesis (11, P CA , etc.) to depend on which hypothesis is correct. We have,

however, not allowed the probability of obtaining a value of the test statistic which implies

acceptance for a subsequent test to depend on the value of the test statistics for earlier tests in

the testing sequence, As we have indicated earlier, this may influence the results of exact

computations, but is not serious as long ap we are only interested in identifying the main influences

which act on our results. Here we can in any case not obtain numerical estimates for the probabilities

which are specified in table A.

We may reasonably assume the ß-probabilities to be quite small (Cfr. Diagram 1 .).

Qonsequently it is the P-probabilities which occur op and above the main diagonal in table A which will

be decisive for the distortions in our results.

Since we are testing here hypotheSj-s that certain sets of coefficients are zero, the

probability of not rejecting a given hYPothesiS when it is correct, must also be the limit towards

which the probability of accepting a hYPPthesis when it is not correct moves as the non-zero

coefficients in the set move towards zero. This implies that we generally have a greater chance of

rejecting a hypothesis when it is "very wrong" than when it is "slightly wrong". But it also implies
B C

that the upper limits for P
' P
	 ....., P C PD 	PE ' 

PF are 0.99 and for PD PE PF PF are 0.95.
A 	si.." D 	 D 	 C' C' C' E

Thus even with moderate sizes of the non-zero coefficients, there will be a strong tendency in our

test procedure to obtain an overrepresentation of confirmation of the hypothesis which come early in
F F 	 F

the succession of tests. Even when the coefficients are large enough to make PB , PD and P F all equal

to 0.3, the probability of correctly clasSifying a case as confirmation of F, is by table A lower than

Q.343, i.e. about the same as the joint probability of classifying it as confirmation of either A or

B (0.3 4-
F

(3, ).

VT. Testing for a group of observations 

We apply our test procedure to Several groups of data, and if these can be regarded as

independent observations, we should expect to obtain certain distributions of results, depending upon

the relative numbers of cases for which each of the alternative hypotheses is correct, and on the

"degrees of incorrestness" of the hypotheses which are not correct in each case, Thus if hypothesis

A were correct for all cases, we should expect to obtain confirmation of this hypothesis for 99 per

cent of all cases, and rejection for 1 pex. cent. We now have: If hypothesis A is correct for all

cases, the probability of acceptance of hypothesis A is 0,99 and of rejection is 0.01, and we can

check if the outcomes for a given group of observations are consistent with this "second order"

hypothesis or not by applying a binomial distribution,

In nearly the same way we may control the seCond order hypothesis: "A or B is correct for

all cases". Here the probability of rejection, if the hypotheses is correct is 0.01 minus some small

(3, In order to perform the test we must be willing to make assumptions about this ß,

Thus, it may be POssible to Perform these two tests for groups of observations. Already

when we go to the next step, considering the second order hypothesis: "A, B or C is correct for all

cases" we face even more serious difficulties.
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If we assume the (unknown) ratio of cases for which A is correct to be rA , the one for

which B is correct but not A to be rB and the one for which C is correct but not A or B to be

rc = 1-rA-rB , we have from table A the probability of accepting A, B or C when A, B or C is correct

for all cases:

ABC	 ,
P	 = 0.99 + 131 + (0.01

ABC

+ (0.95 + 0.05 (P s-

B

L
r 	 (0.99 +	 + 0.01 - O p 	rB

= o 9 9	 (e' 4- (oeol -

,C
+ (-0.04 + 0.05 ,

Here we know:

r 

A	 C	 C0	 Pc < Pc = 0,95, 0 s P' 	 0,95, 0 < =0,99

0 5. rA 	1, 0 5. rB 	I , 0	 rc  

ßA	 I3
 and ß

C 
non-negative and small.

(At least ßA < 0.01 and 6 13 s 0,00 

We have consequently:  

0.95 + 0.05 íš C	 PABC	
0.9995 + 0.05 max (B

A
,

B	
)ABC

ABC
and we may make tests under alternative assumptions about PABc . If our conclusions turn out to be

independent of these assumpiicns, the tests can help us, in the opposite case they cannot.

The next step now would be to test if A, B, C or D is correct. Again, using the table,

we obtain the probability of accepting A, B, C or u it A, B, C or D is correct.

Here:

A	 D
0	 P	 P = 0.99, 0 < P

B	
P
D 

= 0.99, 0	P 	P
B 

= 0.99, 0 < P
DD	 DD	 B	 B

0 s rA s 1, 0 s rB 	1, 0 s rc s 1, 0 s	 e 1,

+
A r

ß + r + r
D 

= 1
C

=0.99

A B C
9

A	 BD 
are all non-negative and small. (At least O S 0.01, r s 0.00.

0.99	 P
A

'
B

'
C

' D 
5 0.9999 + 0. _°max

A,B,C,D

Again we may make tests under alternative a5sumptions.

We can go one step further and consider the nearly all-inclusice hypothesis: A or B or C or

D or E is correct for all cases. The probability of accepting this hypothesis for a random case when
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it is correct should be:

ABCDEp !PIP

A,B,C,D,E = (1 - (0.01 - ßA)(1-PD)(1-4))rA

4- (1 - (0.01-13B )(1-4,)(1-11))r B

• (1 -0.01(1-1) 1C3- 13C)(1-Pr c

• (1 -0.01(1 -4-ß0)Ç1-4))r0

• (1 -0.05(1 -113-j)(1-P IE) ))rE

. 0.99 +0A+(0,01-ßAN(pAi?_pA P
A )

J‘DEDE

B+(0.01-B13 )(PBp+PE-
BBB

PD E )IrB

CCCC+ 0.01 (P E+(PB+1S )(1 -P E ))rc

DDDD+ 0.01 (PE+(P B-4-$ )(1-P E ))rD

E E+ (-0.04 + 0.05 (P
E
D+(PB -1- (3 )(- D )))rE

Here

0 5. PD 	PD = 0.99, 0 	 PE < PE = 0.95, 0 	 p = 0 . 99 , 	 P 	 P
E = 0.95

AD 	A	 E
E 	 F

C 	 B 	 C 	 E 	 D 	 B 	 D 	 Eo < P 	 PB = 0.99, 0 < P E ,5 PE = 0.95, 0 < PB 	PB = 0.99, 0 	 PE < PF = 0.95,

E 	 B 	 E 	 D0 < P < P = 0.99, 0 5. P < P = 0.99B 	 B 	 D - D

Q ‘5. r
A 	1

,
rB 	1,r 	 l 0 5. 	 1, 0 	 r 	 1

E
, ß

,
and f3 , are all non-negative and small

0.95 + 0.05 E < 	 EpA,B,C,D,A,B,c,D E 	0.999995 + 0.0005•max OA
	 (C 

P

pA,B,C,D,E
Tn the extreme case of a 	

0.99
A,B,C,D,E 	

99 we will expect only 1 rejection in 10 000 cases.

The standard deviation in the binomial distribution will be 0.01. V'  where n is the number

of cases in the group. 4 rejections in 10 000 will here be sufficient to reject the theory that all

cases belong to A,B,C,D or E.

At the other extreme we will expect 5 rejections out of 100 cases. Even if all cases do

belong to A,B,C,D pr E, and the standard deviation on this expected value is 0.2184; so even 10 or

11 rejections out of 100 cases need not male us reject the hypothesis of A,B,C,D or E.

Our proposed use of the data is more demanding than just to ascertain the number of alternative

hypotheses which may be applicable to our data groups. We want to estimate the fractions of the

observations to which each separate hypothesis (A,B, etc.) is applicable. Again using our previous

notation and table A, we obtain for the expected values of our estimations of the various fractions:

B 	 C 	 D 	 -E 	 TYE(rA ) = 0.99 rA + PArB + Prc + PArD + i-ArE + ;-ArF

BB 	 CCCE(rB 	
A

) = ß r + (0.99 - P	 ß )r + (P -P + 	 )r + P
D 

- PD 4-
D
)rA 	 A 1-	 B 	 B 	 A 	 Q 	 .3 	 A. 	 D

E 	 E 	 E 	 F 	 F F+ (PB - PA + IS )r 	 (P - P -1- )rEBAF

E(r	 = (0.01 - 	 ) PCrA 	 (0.0 	 P r + 0,95 kl-PB - 	 +
A ) pÅ 	 B) B 	 , 	 C 	 C, 	 , 	 D 	 D

	C B 	 C D)rc 	kl-PB 	 )P r

E 	 E, E 	 , 	 F 	 F, F
+ (1- PB - 	 ) p r + (I -PB 	 )1)CrFC
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and corresponding for the other fractions. We cannot make precice statements about the distortions in

our estimates, but it is easy to see, that, in general, the smaller the probabilities of accepting the

various hypotheses, when they are not correct, and the greater the proportion of cases belonging to

the earlier hypotheses in the succession of the testing procedure, the closer we may expect to come

to estimating the true proportions. As already mentioned we must expect to overestimate the early

proportions and to underestimatE tb r late ones in the succession of tests.

Three more observa(ns are Pertiuent: I) even if we should obtain a gro%ping of the cases,

which gives correct est:matee ef the tractions for which each hypothesis is correct, and, of course,

even more when we do not get the eorreet fractions, individual cases will be erroneously classified.

Thus, if there is e.g. an observable characteristic, which (unknown to us) occurs for all cases where

hypothesis C is correct and for no cases where hypothesis C is not correct, this characteristic must

he expected to occur in nur ohsecvations also For cases grouped as not belonging to the class for which

hypothesis C is correct; aT,(1 	ung the cases for which C has not been rejected, some will be without

the typical characteristic. A a consequence we may fail to discover the association between the

given characteristic and the cases where hypothesis C is correct.. 2) The elements on the main

diagonal in table A may under quite wide assumptions be expected to dominate over other elements on

each line, so that an increase in	 {racL„Hn, rA , rB , r ( , rD , r E or r y will normally lead to

an increase in the expected estimate of the corresponding fraction, even under the restriction that

the sum of fractions must be unity.	 3) The estimates of the fractions rA , rB etc. may be expected

to be closer to the correct figures, the more the non—zero coefficients "contribute" to the

explanation of the variations in input.

VII. A numeri'l example

It is tempting to present ,3 numerical exampl - , based on purely hypothetical values. As

alternative 1 we assume that the probabil(ty of J:(TH -Oing a hypothesis tkat three coefficients are

zero, when one of them is not zero is 0.25, when two are not zero it is 0.20 and when none is zero it

is 0.15. Further, let us assume that the prol,ah , litv of accepting a hypothesis that two coefficients

are zero when only one of them is zero ja 0,30 end when none of them is zero, is 0.20.

We then get:

P_ = P = P = ID = P
A 

= P
D 

= 0.301)C	 D	 B
B	 B	 D	 D	 E

P= P
c
= P= P= P= P = 0.25

E
A	 A	 A	 C	 C	 C
EEFBFBF

P =P=P=P=P= P	 = 0.20
ABBCD	 .
F	 F

P = P = 0.15
A	 C

As alternative 2 we assume that all these probabilities are 0.05 higher than in alternative 1.

We must also have for both alternatives

pA = pCC =
D	

0.99,
D E

We will finally assume that or both alternatives

ß
A 

= 0.002,
B 

= 0.003, 
C 

= OD 
= OE 

= t = 0.004

Now for given sets of r, rB , r c , rp , rE and rF we cari tind the corresponding estimates
A 	 A 	 A 	 A 	 A 	 A

rA , rB , rc , rp , rf , and r i7 which we would expect to obtain.

The values for some choosen fractions are given in table B.

1) Pc is the probability of accepting B when C is correct etc.B
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Table B. Examples of açtual fractions and expected observations of fractions with given probabilities of errors of the
second kind. 1 )

Observ-
Cases corre- 	 Example 1 	 Example	 2 	 Example 3 	 Example 4 	 Example 5 

ed dis-sponding to	E(t.) 	ECO 	E(t.) 	EM 	ECO 	tribur-hypothesis	 r	 rAl 	 r 	 r	 rt.1 Alt 	 Alt 	 Alt 	 Alt ,1 Alt .2	 Alt .1 Alt .2 	 Alt .1 Alt .2 tion2 ) 

A: a..=c..=d..=0	 .17	 .350	 .392	 .33	 .479	 .513	 .50	 .609	 .634	 .50	 .618	 .643	 ,53	 .640	 .664	 .64
	1 .1	 13 	 13

B: a. =p. =0	 .16	 .147	 .139	 .17	 .149	 .140	 .17	 .141	 .132	 .39	 .297	 .277	 .36	 .275	 .257	 .28

A or B	 .33	 .497	 .531	 .50	 .628	 .653	 .67	 .750	 .766	 .89	 .915	 .920	 .89	 .915	 .921	 .92

C: b ii =c ii =d ij =0 .17	 .195	 .199	 .20	 .183	 .181	 .10	 .106	 .107	 .02	 .029	 .031	 .03	 .034	 .035	 .03

D: c ii =d ij =0	 .16	 .102	 .089	 .10	 .067	 .059	 .08	 .053	 .047	 .07	 .041	 .035	 .06	 .036	 .031	 ,04

E: b..=d..=0	 .17	 .113	 .104	 .10	 .067	 .062	 .08	 .052	 .048	 .00	 .003	 .004	 .00	 .003	 .003	 .00
	1.1	 13

F. Other	 .17	 .093	 .077	 .10	 .055	 .045	 .07	 .039	 .032	 .02	 .012	 .010	 .02	 .012	 ,010	 .01

Total	 1,00 1.000 1.000 1,00 1.000 1.000 1.00. 1.000 1.000 1.00 1.000 1.000 1.00 1.000 1.000 	 1.00 

1) See the text for explanations. r = the assumed fractions of cases for which each hypothesis is correct. (Thus, in
example 1 hypothesis A is assumed to be correct for 17 per cent of all cases). 	 = the expected results of our testing
procedures. (Thus, in example 1, under the assumptions of alternative 1, the expected fraction of acceptance of
hypothesis A is 35 per cent of all cases.)
2) Result of the testing procedure for 477 specified input items, Compare table 2 a col, 5.

Example 5 in the table has been choosen so as to make the expected estimates for alternative 1 as close as

possible to the actual distribution which resulted from application of our testing procedure to the data, and example 4

has been choosen so as to obtain the same result for alternative 2. Since the choice of hypotheses in the examples are

quite arbitrary, not too much importance should be accorded to the apparent correspondence which has been achieved for both

alternatives, and which for both examples indicate considerable errors in the distribution of cases on the results A and B,

but fairly small errors when these two result groups are combined. We could get an equally good fit if we raised the
C

probabilities P 	 with still 0.05. In this case our observed distribution would correspond to an actual distribution

with ,46 for A, and .42 for B, that is .88 for A and B combined. With probabilities as high as the double of the values

assumed in alternative 1 our observed distribution would correspond to a rA-value of .30, an rß of .54 and rA 	rB = .84.

VIII. The importance of coefficient size 

When we have a set of statistical data which we assume to be a random sample from a universe charasterized by

certain structural parameters, and when we want to test a hypothesis about the values of one or more of these structural

parameters, we try to translate the basic hypothesis into a hypothesis about the distribution of a test statistic,

computed from the data. The point is that it must be possible to indicate a range, let us call it the critical range, of

values for the test statistic, within which it is a high probability to obtain an observation, when the hypothesis about

the structural parameters is correct, but where the probability of an observation is distinctly less, if the basic

hypothesis is wrong. The test is better the smaller the probability of getting an observation in the chosen critical

range, if the hypothesis is wrong, for a given probability of getting an observation in the same critical range when the

hypothesis is correct.

The probability of getting an observation of the test statistic in the critical range when the hypothesis is

wrong, the Probability of an "error of the second kind" will, however, in general depend on "how wrong" the hypothesis

is. If, for instance, a parameter, which according to the hypothesis is zero, is not exactly zero but only slightly

different from zero, then the probability of obtaining an observation of the test statistic within the critical range

may be nearly as high as it would have been if the zero hypothesis had been correct.

If we have just one set of data, we can compute only one value for the test statistic. We then choose in advance

a critical range, e.g. such that the probability of an observation within the range is high, say 95 or 99 per cent if

the hypothesis is correct, and "as low as possible" if the hypothesis is not correct. We must be content to reject the

basic hypothesis (with a given, small, probability of committing an error) if the test statistic falls outside the

critical range, and not to reject the hypothesis (with an unknown probability of committing an error) if the test
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statistic falls within the critical range. The probability of committing an error in the latter case

will be smaller "the greater the error would be" i.e. the more the correct parameter valne deviates .

from the. hypothesis. In the present study this would be the case if we were looking at the parameters
for one single input item at the time.

The situation will be somewhat different if we have several sets of statistical data, e.g. the
sets Of time series for all our input items, each set assumed to be a random sample from a universe

characterized by its own structural ?aremei:erf5, tbut where the only differences between the universes
are in the values of corresponding parameters.)

If we now want to test hypotheses about the 'parameters of these universes, we might construct
test statistics, which would have identical probability distributions for correct hypotheses about

different universes. Furthermore, the nature of the hypotheses may be such that it is of interest to

know if theiare correct for all the universes e.g. if certain regression coefficients are zero for

all input items. The way to perform such a test would. be to consider the distribution of the computed

test statistic, e.g. the values obtained for F3.8 , for the various data sets, and to compare this

"realized distribution" with the hypothetical distribution, which would obtain if the hypotheses were
correct for all the universes. If it cannot be rejected that the observed distribution has been gene-

rated:from the hypothetical distribution, our hypotheses are not rejected and may thus be assumed to

apply to the entire group, even if some of the observations give values of the test statistic that

taken by themselves would have led to rejection for these individual observations. . In the opposite

case, several possibilities are open:

1) Our hypotheses are still correct, but we have been "unlucky" and have obtained a set of

observations with wry low probability.

2) Our hypothesis about the probability distribution of the test statistic is wrong.

3) Our hypotheses about . the parameters are not correct for all observations.

Let us take up this last possibility for further study. It may now be of interest how the

"true" parameter values . are distributed about the hypothetical values originally assumed. What can

our observed distribution'tell about 015.s^

We would like to know:

Does the fact that we must reject a hypothesis that the hypothesef are valid fot all cases in

the group indicate that it is invalid for every single case?

and if so,

does the observed distribution of the test statistic give any indication about how the true values of

the underlying parameter are located in relation to the tested hypothetical Values?

or

does the fact that we must reject the conclusion that the hypotheses about the parameters are valid

for all eases in the group indicate that it may be valid for some and invalid for others,

and if so,

does the observed distribution of the test statistic give any indication about the relative frequency

of cases for which the hypothesis is correct, and about the value of the underlying parameter for

those cases where the hypothesis is not correct.

It appears, that without further information about our data we cannot distinguish between a
situation where the hypothesis is wrong for all cases and one where it is correct for a given .

proportion of cases and wrong for the rest.

Our general position is that we take the fraction of cases for which a given hypothesis has

been rejected as an indication of the fraction of cases for which it is not valid. We even assume that.

a given hypothesis is invalid for each individual input item for which it is rejected by our tests,

and valid for those items for which it is not rejected, and we look at characteristics of the

individual items in order to find explanations of why the various hypotheses do apply or not apply.
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IX. Evaluation of differences 

In addition to obtaining indications regarding the relative frequencies of the various forms

of relationships between inputs and outputs in our data, we want to investigate if there are

differences between the various classes into which the data may be grouped. Such differences may give

the clues to identification of the causes of the different forms of dependency or independency.

We will then be faced with the problem of evaluation of apparent differences in distributions

of test results. In our discussion of the testing procedure and of the testing for a group of

observations, we have looked upon the test results for a given group of observation sets as a function

of the distribution cf the parameters of the complete regression equation about zero in a hypothetical

universe, from which we assume our observations to be drawn. The distribution of the parameters in the

universe will then determine the probability for each of the possible outcomes of our testing procedure.

We may then compare the testing results for different groups of observations and decide whether

or not they are consistent with a hypothesis that they have all been drawn from universes with the same

probabilities for the various results. We will use the relative frequencies of the various testing

results for the reference group of 477 specified inputs as estimates of the hypothetical probabilities
, _2

and may then apply a simple A -test to judge the deviations for groups of observations.

Unfortunately, the relative frequencies of some of the testing results are so low, that we

shall have to distinguish only result classes which are more or less aggregated, for instance the

following three: "Proportional, no trend", "Proportional, trend" and "Other", where "Other" is the

aggregate of all testing results characterized as linear or independent. If we now compute the X
2

values for the groups in table la with these three result classes, we obtain the following X 2 values.

X2Group

Norwegian, competitive	 .43
Norwegian, non-competitive	 4.19
Imports, competitive	 2.03
Imports, competitive and

non-competitive	 .93
Competitive inputs combined 2.93
Fuels combined and substi-

tution groups	 1.37
Import sums	 .99
Gross value added	 3.83
Small unspecified	 1.09

Now the X2 -distribution gives a value of the X 2 of above 5.99 in 5 per cent of all cases. Thus, none

of the basic groups deviate significantly from the reference group according to the X
2
-test for the

three classes of results at the 95 per cent level. We note that the X 2-test sets rather wide margins

of variation: In a group of 100 cases the expected distribution based on the reference group is 64,

28, 8, but distributions such as 53, 36, 11; 75, 20, 5; 62, 35, 3 or 66, 21, 13 are not rejected as

incompatible with basic probabilities of.64, .28 and.08at the 95 per cent test level.

An alternative way of testing the groups for compatibility in the distribution of results

would be to consider only one class of results against "all others". We might for instance consider

the deviation between the expected and the actual number for the test result Proportional, no trend.

With given probability for this outcome (0.6415) we should expect a binomial distribution in which

we may compute the standard deviation (G = in.0.6415.0.3585). Assuming then that the binominal

distribution may be approximated by a normal distribution we may find the probability of a deviation

of the observed magnitude from the expected number in the class proportional, no trend. But (as one

might perhaps have expected) the limits set by this type of testing are not very different from those

set by the X
2
-test for each group result, and the implications of using the test simultaneously to

several classes of results are not clear.

One should, of course, be careful in trying to infer anything from differences which may

easily be the results of statistical randomness. However, sometimes there may be a consistent pattern

in the results, or the observed differences may be in conformity with a priori hypotheses, and one may
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still be justified in considering such results as one piece of evidence.

We have not computed the X2 for all the groupings considered in the following, i.a. because the

number of cases in many groups are quite small. But we have tried to keep in mind, that only when the

differences between groups are quite dramatic, may we feel relatively sure that they are not just due

to randomness.

PART C. RESULTS

The principal results

In the following analysis we will concentrate on the group of 477 specified input items. This

group will be considered as a reference group. 	 .

For the group of 477 specified input i tems our test procedure 'gives the following results:

Table 3. Results of testing procedure for 477 specified input items
_

_ Not rejected f
Hypothesis Number

Cumula-
tive 

Per cent
Cumula-
j.ve   

	64.2 	 64.2

	

_7.9 	 92.1

	

0.2 	 92.3

	

1.9 	 94.2

	

1.5 	 95.7

	

0.8 	 96.5

	

1.2 	 97.7

	2.3 	100.0

100.0

A) Proportional, no trend (a=c=d ,.0)... 4000.60000

B). Proportional, trend (a=c=0) 	 .....

C) Independent, no trend (b=c=c1=0) 	 0•• - • •••

D) Linear, no trend (c=d=0) positive (b 	 0) .

negative (b < 0)

E) Independent, trend (b=d=0)

F) Linear, trend, positive (b 	 0)

ne ative (b 	 0,

Total . ...... 	 ....... •

	306	 306

	133 	 439

440

	

9 	 44'3

	7 	 45U

1.60

466

4

4640e0$ 	 6

11

477

It is evidently very unlikelythat all cases belong to the class where hypothesis A is correct.

It is somewhat less unlikely that either A or B is correct for all cases. If this were the case, the

expected number of items for which either A or B would not be rejected is 477 . 0.99 = 472.23 and its

standard deviation is /5167-61-774-TT 2.1733. Our result, 439, thus deviates from its expected

value by

472.23 - 439
= 15.3 times its standard deviation and we must reject a hypothesis that A or B is

2.17

correct for all items.

The outstanding result of our analysis is the high percentage of cases classified as showing

a direct proportionality between inputs and outputs, with or without a trend in the

proportionality coefficient. 439 or 92 per cent of the reference group of 477 specified input items

fall in this class, and the percentages are on the same level for all categories of inputs. Fuels

combined and Gross value added come out with the lowest percentages, namely 87 and 86 per cent

respectively (Tables la and 2a).

We should, however, also recall that up to 49 per cent of the items classified as proportional

might nearly as well have been classified as independent of output (tables lb, and 2b). Furthermore,

since a great percentage of the sectors (70 to 80 per cent) had trends in output, there is at least a

possibility that input ite,.ms which are linearly, but not proportionaLly dependent on output, have
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been classified as proportional with a trend
1)

.

Ple interpretation of the results concerning the effects of alternative ordering of the tests

MuSt be: We cannot by our test criteria, for the cases that were differently classed by the alternative

orderin Of the tests and under our adopted assumptions reject the hypothesis that inputs are

proportiOnel to outputs. But we can neither reject the hypothesis that inputs are independent of

Outputs, Sin9e the former alternative corresponds to our a priori theory, we have chosen to conclude

that this theory has not been rejected.

As pne might expect, the inputs for which the ordering of the tests is important are pre-

dominantly relatively small inputs into sectors with a limited range of variation in the production

volume. (Se tables 4, 5 and 6 and D1, 1)2 and D3).

From table 4 (and 1) 1) we see that the ordering of the tests is important for about 40 per cent

of the items of Tess than 10 million kroner in average size, but only for less than a quarter of those

between 10 and 100 million kroner. For the big items of more than 100 million kroner on the average,

the ordering Of tie tests is important for less than one in ten of the items. When we look at the

group of items formed by combining corresponding competitive items, this tendency is somewhat

strengthened compared to the group of all specified inputs.

Table 4. Equivalence in the forms of the regressions of inputs on outputs. Classification by size
in kroner of the input items. All specified inputs and competitive inputs combined.
Percentage distributions

Average size of input item in
million 1955-kroner

Form of regressl_on

Al]. specified inputs 

Propor t ional or independent, no trend 	

Other proportional, no trend

000 ** 00 OO 	 O  

Competitive inputs combined 

Proportional Or independent, no trend 	

C/Oler proportional, no trend 	

Other

Total

Number 9f items

38.8 	 23.0 	 24.1

25.7 	 45.9 	 34.5

35.5 	 31.1 	 41.4

100.0 	 100.0 	 100.0

276 	 135 	 29 	 37 	 477

43.0 	 16.0 	 25.0

31.2 	 44.0 	 29.2

25,8 	 40.0 	 45.8

100.0 	 100.0 	 100.0

93 	 75 	 24 	 33 	 225

Other forms

Total

Number Pf

forras

. 77

5,4 30.8

43.2 33.3

51.4 35.9

100.0 100.0

9.1 27.1

51.5 38.2

39.4 34.7

100.0 100.0

r

A a measure of dispersion of production in the receiving sector we have used the standard

deviaticT gf production measured in 1955-kroner, divided by average production in 1955-kroner. It is   

1) ThiS q900 haPPen if the input function were

Y(t) = a+1, 1“0+4(t)

and if oupgt followe a strict trend, e.g.

x (t) = 74-r
k-t

where y(t 	s input, x(t) is output, t is time a b,m and k are constants and u(t) is a disturbance
term, We W41 nOw have:

a
y(t)	 + 1?) x(t) + u(t)	 + b) x(t)	 -

m 
t ),c(t)	 u(t)

By statistical accident we might then get the best fit for this last equation, even if there was an
error term also in the trend function for x(t). A positive trend in x(t) would give a negative trend
in the propo;tionality coefficient.



jija, sect_ ors divided'

0.14 0.24
• •■■ ••■•■•■• 	 •••■ v•-•

All specified inputs

Proportional or independent, 	 no trend	 .. ........ 34.0 30.6

Other proportional, 	 no trend	 ,	 „	 ••••	 •0••••	
• 27.3 41.4

Other forms 38.7 28.0

Total 100.0 100.0

Number	 of	 items	 ••••••••0••••0••••••••••• •••••00 256 157

jr.odi t ion
0 25
and
over

18.7	 30.830.8

37.5	 33.3

43.8	 35.9

100.0	 100.0

64	 477

Total

' 	 •
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clear from table 5 (and D2) that the indeterminacy between proportionality and independence decreases

as the dispersion in production in the receiving sector increases. The tendency is somewhat more

pronounced when we consider the competitive inputs combined, thou when we look at all specified items.

Table	 Equ1va7(nc4.. in	 forms , f	 regressions of input	 n outputs	 Cassification by
relative dispersion of p' auction in receiving sectors. All specifi.ed irputs and
competitive inputs comblned. Percentage distributions

- 	 - 	 a I'd a-rd devr;t7t-ii.'17-cTrc.TalicTi on-. in- i-e-c-eTv-:

Competitive inputs combined

Proportional or independent, no trend ..	 C009.004 34.3 23.7

Other proportional', no trend z6.7 48.7

Other	 forms	 •	 • 	 Oss* W0:9.0009.9 39.0 27.6

'Total	 OOOOOOOOOOOOOOOOOOOO 60006 40 •	 h 4,	 •••••••••• •100.0 100.,0

Number of items
a•••.••••••••.••,•••

When input items are classhied simultaneous	 relative dispersion of production in

receiving sectors and the size of the input-outr ,it coefficient, as in table 6 (and D3), we find that. :

small dispersion and small coeff riertF tend tc s 	arger proportion	 of indeterminate cases

between proportionality and independence, and large dispersion and large coefficients result in a

smaller proportion of indeterminate cases, and each of the factors seems to have an independent

effect.

Table 6. Equivalence in the forms of the regressions of inputs on outputs. Classification by relative
dispersion of production in receiving sectors and coefficient size. All specified inputs
and competitive inputs combined. Percentage distributions

Standard deviation of production in receiving
sectors 'n •e cent of avera e roduction

•••••••••••••s•••••

0-14

Coefficie

15 and over

size

0.05
Over
0.05

0-
0.05

Over
0.05

All specified inputs_

Proportional or independent, no trend 37.7 24.6 31.6 16.7

Other proportional,	 no	 trend	 ................... 23.5 37.0 36.8 48.5

Othe r	 forms 	.................. 38.8 38.4 31.6 34.8

Total	 OO . ..... ..........•..... •••••••••••••••••• 100.0 100.0 100.0 100.0

Number	 of	 items	 . 000••••••••••••••• ft•••••••••0 00. 183 73 155 66

Competitiv_e_inputssombi.ned

Proportional or independent, no trçud	 0200,006 48.3 17,0 26.3 11.4

Other proportional, no trend	 ..	 A	 6•6000 Wee 17.2 38.3 47.4 50.0

Other forms 34.5 44.7 26.3 38.6

Total	 .......................................... 100.0 100.0 100.0 100.0

Number of items 58 47 76 44

15.0	 27.1

47.5	 38.2

37.5	 34.7

100.0	 100.0

105	 80	 40	 225

:

Total

30.8

33.3

35.9

100.0

477

27.1

38.2

34.7

100.0

225
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From this evidence it seems reasonable to draw the following conclusion with regard to the

"indeterminate" cases: Whereas there may well be a tendency to proportionality between these inputs and

outputs, or at least to a positive correlation, this tendency is disturbed by other impulses, and these

other impulses render the correlation between inputs and outputs rather weak. Such disturbing impulses

are particularly influential when there is little variation in the explanatory variable, output, and

when the input item is small, either in absolute value or in relation to the value of output. This is,

of course, just another aspect of the fact that, although the proportionality assumption turns out to

be acceptable for a great majority of cases according to the present study, the proportionality

coefficients appeared to be subject to very substantial variations over time according to our study of

coefficient stability, and the variability was found to be relatively greatest for small inputs.

On the basis of general production theory we would expect positive, and for some inputs even

zero, but not negative correlation between inputs and outputs. 	 The number of cases of positive,

linear but non-proportional correlation in our test results is 15 items or 3 per cent for the reference

group. The percentage is only 0.9 for Competitive inputs combined and as high as 7 for import sums and

10 for Gross value added. (Table 2a). Adding the proportional and linear positive cases we get as

much as 95.2 per cent of the cases in the reference group and lower percentages only for Fuels combined

(90.6), Norwegian, non-competitive (92.2) and Small unspecified (92.7). (None of these percentages

deviate by as much as two times the standard deviation from an expected value of 95.2 in a binomial

distribution.) Thus, there is no doubt that input volumes are in general positively correlated with

output, and in the majority of cases a direct proportionality seems to be indicated by our data.

The class of input items characterized as independent of outputs is very small, containing

only 5 items or 1 per cent of the reference group, 3 items or 4 per cent of the category of Small

unspecified and 6 items scattered over the other categories, giving percentages between 1 and 2.

(We must, however, again remember that a large number of the items classified as proportional with

outputs might nearly equally well have been classified as independent. (Tables lb and 2b)).

Only 18 items, or 3.8 per cent of the category of 477 specified inputs fall in the class linear

with a negative coefficient for output. The percentages for the other categories vary from 1.5 for

Import sums to 7.5 for Fuels combined. (None of these values appear to be significantly different from

3.8 per cent.)

A negative correlation between input and output is in contrast to what we would a Priori expect,
and it calls for some further analysis: First, there is a certain chance that our estimation methods

and test criteria will give negative correlation, even if the true correlation is positive or zero. As
already pointed out (See chapter I, Introduction) when there is a trend in the regression coefficient,

we do not distinguish between the cases where the constant term is zero and those where it is different

from zero. Thus some of our negative estimates of (the constant term in) the regression coefficient

may not be significantly different from zero.

1) Compare $evaldson op.cit. 1970.
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Further, even if the true value of a regression coefficient is positive or zero, we must expect

to get negative estimates in a certain percentage of all cases, but the frequency of negative regression

coefficients in our results appears to be too great to be caused only by regular random disturbances. 1)

In our data we can imagine that the following five systematic causes have been at work, giving

the effect of negative correlation with output for specific input items:

a) 	 When there is a trend in output, the trend factor in the fitted regression may "steal" the

effect of output on input. This will he particularly liable to occur if input purchases are

(erroneously) reported in stcssl of uses, and if purchases are only v7:1 4mslly s,4 " , te0 to chsnqes

production levels. (See chapter XV for evidence of this effect).

h) 	 A gradual change in the input structure (e.F change from oro type of io 	to another) may

he accompanied by a trend in output, or a relatively constant level of output.

,․ ) 	 Fluctuations in 	r t WAIJ be arcompanicd by price fluctuations tof inputs, which cause

substitution effects.

d) 	 Fluctuations in the output of a sector may be accompanied by fluctuations in product mix.

e, 	 There may be statistical errors in the primary data or in their processing, e.g in the

deflation to constant price figures.

. Time trends

There may be many causes for gradual changes over time in the functional relations between

inputs and outputs, particularly when the relationships are estimated in such simple forms as here.

1) If we denote by 	 our estimate of the regression coefficient and with s its estimated standard
deviation, and if we assume that the disturbances in cus regression equit,as are independent, normally
distributed stochastic variables with expectation zero and equal variarice, we can make the following
tabulations:

)
We soould c -x.pect

1
 the following percentages of

cases for which b is less than:

0 -s
b

-2s -3s

0.7- 0.9 0.1- 0.2

3.7- 	 4.0 0.7- 0.9 0.1- 0.2

17.0-17.3 3.7- 4.0 0.7- 0.9 0.1-0.2

50.0 17.0-17.3 3.7- 4.0 0.7-0.9 ,44

If the true value of the
regression coefficient,
b, is

+ 3s b
+ 28

b

+ Sb

t-d1) Based on the t distribution of - 	 The percentages depend a little on the number of parameters
in the regression equation.

Basic groups

Of our input items the following percentages of
cases were classified as linearly dependent on

output with values of t. less than

sb

All specified inputs , 	 - 4 0 e

Competitive inputs combined .. 44444404

Substitution groups and fuels .444404

Tmport sums 404644SO44044000440440644O

Gross value added . 	 0•••00 e• 060.00

0 -2s
b

3.5

2.2

1.9

1.5

-3; -6 

4.6

3.6

5.7

2,9

2 . 5

3.6

3.6

3.8

3.0

2.5

0.2

0.4

0.9

When we look at the first and perhaps the second column of these tabulations, we can easily imagine
that the results of our tests could be the results of statistical disturbances in a universe with true
coefficients ranging from zero and upwards. But the 3 last columns indicate that other causes for
negative correlation must be at play as well. We will go a little deeper into that later on.
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Changes in technology as well as in product mix will usually affect an industry gradually. 1)

In particular, we will expect this to be the case, when the volume of production follows a smooth trend;

whereas abrupt changes in the output volume might also be expected to give occasion to spurts or stops

in the innovation process due to accompanying changes in the rate at which new equipment is installed.

However, the majority of our sectors had a relatively smooth production rise over the period studied.

Also when there is a continuing trend in production, adjustments to the change in output

volume may display a smoother trend for inputs than for outputs if changes in the stock of goods in

process absorb minor deviations from trend in output, or if purchases are reported for inputs instead

of use.

When there is a trend in output, a linear relationship between input and output may be

represented by a proportional relationship with a trend in the proportionality coefficient, and

conversely, a proportional relationship with a trend in the proportionality factor may be represented

by a linear relationship without trend. 2)

Finally, when there is a smooth trend in output, the trend factor may absorb the effect of

non-linearity in the input-output relationship. 3)

1) See for instance Per Sevaldson: Changes in Input-Output Coefficients. Chapter 16 in Structural
interdependence and Economic Development. Ed. Tibor Barna, London and New York 1963.
2) If we have a relationship

y(t) = a + bx(t) + u(t)

between input y(t), and output x(t), with a and b constants and u(t) a residual term and if output
follows a trend

x(t) = F(t)

with F some function of t, we also have

y (t) = V(75 4- b) x(t) + u(t)

and we may find a closely fitting regression

y(t) = (at + (3) x(t) + e(t)

Correspondingly, if the last expression is the correct one, it may happen that at x(t) = at • F(t)
turps out to be approximately constant and that the linear relationship with no trend gives the best
fit to data.
3) We see this readily if we assume the true form of the input function to be:

Y(t) . a + bx(t) + f(x(t)) 2 + u(t)

and output to follow a linear trend:

x(t) = k + mt + v(t)

where y(t) is input, x(t) is output, t is time, a,b,f,k and m are constants and u(t) and v(t) are

disturbance terms. We may then write:

y(t) = a + abx(t) +(l-a)b(k+mt+v(t)) + f(k+mt+v(t))x(t) + u(t)

--(a+(l-a)bk) + (ab+fk)x(t) + fmtx(t) +(l-a)bmt + (fx(t)v(t) + (1-a)bv(t) + u(t))

where a is an arbitrary constant.
Estimating now the least squares regression of y(t) on x(t), t and tx(t), we will obtain some sort
of estimates of the composite terms in this last expression and the structural terms are not
identifiable in this way.
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70 to 80 per cent of the input items are in sectors with a trend in output over the observation

period. (Tables 7, D4 and D5). The percentages are about the same for those inputs which have a trend

Tabel 7. Forms of the regressions of inputs on outputs and trend characteristics of output in
receiving sectors.	 Reference group of all specified inputs. 	 Percentage distribution

T er i character of receivia_seltor
Form of regression

No	 Moderate
trend	 trend_ _ _ _ 	 _ 	 _ _ _

Clear
trend

l'roportional, no trend 64.3 62.9

27.4 	 1.8.6 29.1

, 	 total 	 •-•••..•-• OOOOO 91.7 	 93.0 92.0

near 	 positive, no trend 	 0 0 1.2 	 4.6 1.7
11 , 	 trend 	 .ato,pe,.e1,4,41.4.0..4pooese 1.2 	 2.3 1.1

I , 	 total 	 .. .6 0 V, 0 0 0 ■It 0 0 0 ^I 0 	 0 0 0 0 0 0 2.4 	 7.0 2.8
Contirmation, 	 total 	 01490.000090,4,40600.4.00.00* 94.1 	 100.0 94.8

Linear negative, no trend 	 .. 	
•	

e 1.2 1.7

trend	 6110•1.1.00,1.0•00,10W094. 2.3 2.6

total 3.5 4.3

	Independent,	 no	 trend	 .. .0 ,00.0.0 00 1, 9.46. 614.000.0., , ,,

	, 	 trend	 .....	 OC.,004..0.00•08•*00,1•0. 2.4

0.3

0.6

, 	 total	 •.	 • 	 A 	 Stl0Q00 .0.00.010 2.4 0.9

Rejection,	 total	 • ... .... • 5.9 5.2

Total,	 per	 cent	 1100e.00.0.06.49,..4O.RP..W4006 100.0	 100.0 100.0

number of items

in per cent of total

All forms:

No trend , OOOOOO . OOOOO , OOOOO 0009•140.010.00.00'0,

Trend 	  ooeseao.esoio.e.osso

84 43 350

17.6 9.0 73.4

66.7 79.1 66.6

33.3 20.9 33.4

factor in the input-output relat"ous ip accordin , to our r-sults. Or, seen the other way, the

percentages falling in the classes of input-output relationships with trends seem to be about the

same for inputs into sectors with as for inputs into sectors without trends in output. This should

indicate that trends in output are not a dominating cause of trend effect in our relationships.

(See also chapter XXIII Dispersion and Trends in output in receiving sectors).

For roughly one third of the input items, 154 or 32.2 per cent for the reference group, the

preferred class of input-output relationship contained a trend factor (Tables la and 2a). The

percentages for all categories were about the same, except for Small unspecified, where it was as

low as 25.4 per cent and Imports competitive with 27 0 cr cent. Norwegian, non-competitive had 38.6

per cent, and Imports, non competitive had 38.4. Among these percentages none deviate as much as two

times the standard deviation if 32.2 pet cent is taken as the corret:;, value of the probability of this

class of results. Among the input items classified as proportional to outputs, about 1/3 had a trend

in the proportionality coefficient, 30.3 per cent for the reference group, a high of 38.8 per cent for

Substitution groups and a low of 25 per cent for Imports, competitive and Small unspecified (Tables

la and 2a). Of these, the figure of 38.8 is 2.1 times the standard deviation above 30.3, and thus just

significantly different at the 5 per cent level.

In the study on coefficient stability" it was found that about one third of the coefficients

showed a trend in their development over time, bur it could not be excluced that the trend effect could

for some inputs be an effect of the existence of a linear, rather than the assumed proportional

1) Sevaldson, op.cit. 1970.
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relationship between input and an output following a time trend. In the present study, where linear

relationships are admitted, the probability for such spurious results should be somewhat reduced, but

we still find a trend factor in about 1/3 of the relationships. Thus, the existence of a considerable

trend element in input-output relationships must be considered to be established.

When we analyse the effects of the size of the input items, (see chapter XIV) we find that

large input items (in kroner) are more often subject to trends than small, so that the effects of time

trends on input-output relationships are even more important than what is suggested by the average of

about one third of all coefficients showing trends.

XII. Correspondence with coefficient test

Our results concerning trends in the input-output relationships should be compared with our

results concerning significant regression coefficients between input coefficients and time, estimated

on the basis of the same data. 	 relationships between the trend characteristics of the input-

output relationships and the trend characteristics of the input-output coefficients should be

expected to be as displayed by table C.

1) Sevaldson, op.cit. 1970.
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Table C. Correspondence between linear form of input-output relationship and trend character of input-

output coefficient

If x..(t) is as

below

then is
Conclusion

for
coefficient

when x. " 	 v (L) when N., (t) " x 	 ft + v (t)
J

x ..
-1-1 (t)

1)

x .

i

b
ij
10+u..(t)

ij

	II , 	 (t)b 	+	 j___,L

.,..„._

u 	 (t)
h.	

i j

	

+f,t+v. 	 ,K .	 ,	 1

____,

No trend

._

Tendency
to

trend(?)

ij
_I	 .1

(I)
ii

+d
ij

t)x,(t)+u ij (0J

-----

u,(0
Trend4 cl., t+ -----,-d------t, 	

ji] 	R.+v (0
3 	 i

-

-	 --_ --_	 -

u . (0
Trend

--(t)+ d ij ti j 	 °+f t+V
.	 -

 -	 --_

i..3	 i-J	 .i

a	 .+c	 .t +
ij	 ij

(b
ij

+d
ij

t)x.(t)+u ij (03

a. . 	 u(0
+ 	 + 	 Jai____1L_ 	___

	a • • 	 u„, (t)

	

U, 	 -.L1----

No trend

Trend

a	 .+b	 .x (t)+u ij (0
il 	R. . +v . (t)	 R,--1-v

j
 (t )

I 	 J 	 I 

a, ;
. d. 	 . 4, 	 ,_____...`.....,L._

b 	 .+
ij 	 7 	4- f.t+ -17.7--(t)	 x°4-f.t+v.(t)

	

.1 	 j 	 J 	 ,i 	 3 	 „I

a. .+c.	 t
	11 	 ij

Trend

Trend(?)

)1 	 R.+17.(tY 	 i
J 	 J

, 	 ,
c 	 u 	 ',1. 	 .i 

7-, 	 ,,.,,- 	 +v.
J 	 •

.______

.+d 	 .t + ---'---
i 1 	 o+f.t+v„(t)x, 	 3

J 	
J

11.
i
 (t)

-, -,7+f.t+v.Tt-5
J 	 3 	 J

a..+	 u.(t)
ij	 ij

a 	 .+c 	 t+u 	 (t)
ij 	 ii 	 ii

1.1	 (t)
...,---a-ii-- 4. -.-jj----- NO trend
x.+v (t) 	 i.+v (0

.3 	 i 	 3 	 j.

a..u....._ 	Cii+

a.	 u	 (t)
ii Trend

Trend

.	 f	 t+v.(t)	 0.1-f.t+v,(t)
.i 	 J 	 x• 	 i

J 	 J
--------....

X.	
J

V.(t)	 51.4-v.(r)	 -
J 	 J 	 J 	 '

u.
i
 (t)

jt.+v.(t)
J 	 J

	a. .+c.	 t 	 u. 	 (t)

	

____11___ij 	 ij.t._ ? ?Trend ()
x?+f4t+v.(i)	 +f!t+v,(t)
i 	 .-1 	3	 J 	 J

1) In all cases the residual items,u.
i
 (t) and v.(t), may take on special values, which will givei 	 J

inconsistent conclusions when the coefficients are tested directly. In two cases (indicated by
question marks) special values of the constants may make our conclusions about an expected trend in the
input output coefficients invalid.



35

We have combined the results of the two testing procedures, (table D6), but in studying the

results we must remember that the two testing procedures are not directly comparable: On the one hand,

when testing the relationship between inputs and outputs, we base our conclusions on the squares of the

absolute discrepancies between the data and the fitted regression curves; on the other hand, when

testing the input-output-coefficients for the existence of trends, we base our conclusions on the

squares of the discrepancies between data and fitted curves when both are expressed as percentages of

output.

There is fairly good correspondence between the two test results for most categories of inputs.

In table 8, (cfr. D7) we have grouped the results according to consistency in the two tests. The

Table 8. Comparisons between form of regression of input on output and trend character of input-output
coefficient. Consistent and inconsistent results. All specified inputs. Percentage
distribution

Comparison of results

Form of regression
Consistent

Moderately
incosis-
tent

Incon-
sistent

Total

Proportional or independent, no trend

No trend in output 	 78.8 12.1 9.1 100.0

Moderate trend in output 	 73.9 17.4 8.7 100.0

Clear trend in output 61.5 19.8 18.7 100.0

Other porportional, no trend

No trend in output 	 42.9 19.0 38.1 100.0

Trend in output 	 50.7 23.2 26.1 100.0

Proportional, trend 	 95.5 - 4.5 100.0

All other forms 	 65.8 2.6 31.6 100.0

Total    62.1 31.8 6.1 100.0

21

138

133

38

477

Number
of
items

33

23

91

existence of a "moderate" trend in the input-output coefficient, when the preferred linear form implies

no trend, we have interpreted as "moderately inconsistent" results. The existence of a 'moderate"

trend in the coefficient when the linear form implies a trend, we have interpreted as consistent

results.

For the form "Proportional, no trend", with a trend in output the tendency to trend in the

input-output coefficient is only due to the divisor of the residual term, and we must expect that this

tendency can very easily disappear in the data. For this reason we have classified the cases of no

trend in the coefficient here as only moderately inconsistent with the expected tendency to a trend.

For the same reason we should not be worried by the relatively low percentages of "consistent" results

for this group.

In order to see what significance the uncertainty in the results for some of the items

characterised as "Proportional, no trend" may have for the consistency in results from the two

testing procedures, we have split this group into "Proportional or independent, no trend" and "Other

proportional, no trend" in table 8 (and D8). It turns out that there are fewer input-output

coefficients with a trend among the items classified as "Proportional or independent, no trend" than

among the rest, both when there is no trend in output and when there is such a trend. This may have

to do with small size and relatively large variability in the items which constitute the group

"Proportional or independent, no trend".

In spite of all the reasons why we should not expect complete consistency between the results

of our two testing procedures, the relatively low percentages of entirely consistent results (around

60 per cent) probably ought to warn us that our results are to a considerable degree influenced by

random disturbances.
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XIII. Substitution between special in.ut categories 

When we consider the inputs classified in the basic groups group by group, we find only small

differences in the test results. This is brought out by all our tables.

Between some of the groups there are, however, special connections: If we take the input items

classified as 'Norwegian, competitive* aud to each of these aid	 imports, we 0ï

items in the group "Competitive in»otu collined" and when wt to 11',„ 	 .lass,ied as 'Imports,

competitive" add the correspe	i N 	1	 t	 aiso obtain t	 P ,,,,roup "Competitive

inputs combined". If we ade 	 Lbe s1,2cified main JIrut atl 	 , cf 	 substitutes, ve

obtain the "Substitution groups". When a specified ,u4An inpuL is	 or

we may first form the combined competitiv	 1put, 	 to th;, atio Li 	 s.. Aug : , u;:qAitutes to arrivL

at the "Substitution groups	 ioy. do these "aggregm_ions" aler our t t es4P:3 when we make the

comparisons item by item?

If there are relative	 ple substitution effects between doo: °cally produced and importe

competitive inputs, and between main inputs and	 ,,:smed substitutes, we wo,Ild expect to

closer relationships between competitive inputs combined and output than between either of the

corresponding Norwegian, competitive or imports, competitive inputs and output. We would further

expect closer relationships between substitl , tion 	 olIT- inputs and outputs than between competitive

Inputs combined or either of the separate NorweglaL or imported main ifiput items and output. Our

testing procedure is not a very good basis for evaluation of the "closeness" of relationships. However,

we might perhaps interpret a higher perceut,agc	 pr-,T,Jrtional inputs and a lower percentage of

independent and negatively correlited inpus ic; t_11(- more aggregate items, as indications that the

results for the disaggregate ,?, i.tts tu 	nse eatit u,r influenced by the effects of simple

substitution between the components of the aggregation.

We have matched each 311eciEied eunpetit 	 f.(i,pla with the corl,sponding combined input item.

(Table D9). The marginal distrAtion ate cmparP»	 tble 9. Phis comparison does not substantially

Table 9. Formsof the regressiwls of =	 on uLs for Norwegian, competitive, Imports, competitive
	and corresponding itr-ss ot - 	 Ilput- combined. Percentage distributions

_EaTetitive inputs combined

All 1)

65.3
29.8
95.1

0.5
0.4
0.9

96.0

0.4
2.7
3.1

0.9
0.9

4.0

Form og regression
Norwegian
competitive	 .

Imports,
competi-
tive

ching
Norwegian,
com.etitive

Items mat-	 Items mat-
ching
Imports,	 items
competitive

Proportional,	 no	 trend	 ........,..,.. 66.5 70.1 60.9 60.7
Proportional,	 trend	 00,00.0.008,..000.0 26.7 23.4 35.4 32.1
Proportional,	 total	 ................. 93.2 93.5 96.3 92.8

Linear, positive, no trend	 ...... 1.9 2.2 0.6 0.7
Linear,	 positive,	 trend	 ............. 0.6 1.4 0.7
Linear,	 positive, 	 total	 ............. 2.5 3.6 0.6 1.4

Confirmation,	 total	 ................. 95.7 97.1 96.9 94.2

Linear,	 negative,	 no trend	 .. .. . .....	 1.8	 0.7	 0.6	 0.7
Linear,	 negative,	 trend.............	 1.9	 2.2	 1.2	 3.6
Linear,	 negative,	 total	 ............,	 3.7	 2.9	 1.8	 4.3

Independent,	 no trend	 .. • 0.00.0.004.0
Independent, trend	 0.6 1.3	 1.5
Independent,	 total	 ...	 0-......-.	 0.6 1.3	 1.5

Rejection,	 total	 .. 041!0,11,090000.00.0* 	 4.3	 2.9	 3.1	 5.8

Total	 Oa 00000000**000$0000010 0 00 0000* 100.0	 100.0	 100.0	 100.0

Number of items .....................

100.0

161	 137	 161	 137	 225

1) From table 2a.
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alter the impression given by table 2a: There is no definite improvement in the results in favour of

the Leontief hypothesis when we consider the combined inputs instead of the specified competitive inputs

separately.

As a matter of fact (see table D9) there is a quite close correspondence between results for

the specified items and the matching combined items. For 121, or 75 per cent, of the 161 specified

Norwegian, competitive input items the test results were not changed when the corresponding combined

items were considered. For 97 or 71 per cent og the 137 specified import, competitive items the

results were not changed. If we distinguish only between "confirmation" and "rejection" of the

hypothesis of positive correlation, we obtain, of course an even better correspondence, namely for 151

or 94 per cent of the specified Norwegian, competitive items and for 131 or 96 per cent of the import,

competitive items.

The general conclusion must be that the combination of presumably competitive Norwegian and

corresponding imported input items do not appear to affect the performance of our tests, and thus there

is no evidence of direct substitution between Norwegian and corresponding imported inputs in our data.

(Compare also: Per Sevaldson: Substitution and complementarity effects on input-output ratios

Mimeographed working paper from the Central Bureau of Statistics of Norway IO 69/14, Oslo 1969).

In table 10 (and 0 10) the specified input items characterized as "main inputs" have been

Table 10. Forms of the regressions of inputs on outputs for specified main inputs and corresponding
substitution groups. Percentage distributions

Form of regression
Main
specified
inputs

Correspon-
ding sub-
stitution

s

Proportional, no trend 	 58.8 54.9
Proportional, trend 	 37.2 37.2
Proportional, total 	 96.0 92.1

Linear positive, no trend 	 2.0
Linear positive, trend 	 2.0 2.0
Linear positive, total 	 2.0 4.0

Confirmation, total ,, 	 98.0 96.1

Linear	 negative, no trend    2.0
Linear negative, trend 	 2.0

Linear negative, total 	 2.0 2.0

Independent, no trend 	
Independent, trend 	 1.9
Independent, total 	 1.9

Rejection, 	 total 	 2.0 3.9

Total	 , 	  s 	 100.0 100.0
Number of items 	 51 51

matched against the corresponding "substitution groups", i.e. the same input items augmented by their

close substitutes. The marginal distributions are even here quite similar.

The correspondence of the test results is not quite as good for these categories of inputs as

for the specified competitive inputs compared with competitive inputs combined. Only 29 or 57 per cent

of the 51 cases give identical test results for specified main inputs and corresponding substitution

groups. There is, however, only one case where the test results gave "rejection" for the specified

main input and "confirmation" for the substitution group, and only 2 cases where the test results gave

"confirmation" for the specified main inputs and "rejection" for the corresponding substitution groups.

For the remaining 48 cases, i.e. 94 per cent, the test results gave "confirmation" both for the

specified main inputs and for the corresponding substitution groups.
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For the main inputs which are competitive, we have also matched the results for the combined

Norwegian and imported inputs with the corresponding complete substitution groups (table 11 and D11).

Table 11. Forms of the regressions of inputs on outputs for main competitive inputs combined and
corresponding substitution groups. Percentage distributions

Forms of regression

Main com-
petitive
inputs
combined,

Correspon-
ding sub-
stitution   

Proportional,	 no	 trend	 .. 0 0 0 0 0 0	 0 0	 0 0 0 4,	 0	 0, 46.7 51.2
Proportional,	 trend	 ..... ................. 46.7 40.0
Proportional, total 93.4 91.2

Linear positive, trend 2.2 2.2
Linear positive, no trend ----woo 2.2
Linear positive, total 2.2 4.4

Confirmation,	 total... ..... .... . .............total	 .. 004002.e. e 0420**,0404e 95.6 95.6

Linear	 negative,	 no	 trend	 • * 00e04 ,600.00200

Linear	 negative,	 trend	 004.000000(009000002. 2.2 2.2
Linear	 negative,	 total	 000000000410$004002190 2.2 2.2

Independent, no trend	 *	 *
Independent, trend 2.2 2.2
Independent,	 total	 ....e0040e000000.0000.00. 2.2 2.2

Rejection,	 total	 .. • . eeee. eeeeeee es eoeyee,e 4.4 4.4

Total	 • • • • • W114000040* WA***04**	 A	 A, *A A	 A* 100.0 100.0
Number	 og	 items	 0,04600000**00000042.0220.0.0 45 45

But this grouping does not materially change the pict-ire. There is a somewhat better correspondence

between the results bere than in the preceding table (33 or 73 per cent of the 45 cases give the same

test results) but this is probably due to the fart that by going from the specified single main input

to the combined Norwegian and i_nportd. r. obt , - ilputs that are much closer to the total substitution

group inputs.

We must again conclude that the effects of (''rect substitution between technically similar

inputs do not seem to play an important role for the outcome of our tests.

XIV.  Size of the input item

We have shown earlier (ch. X) that the indeterminancy between proportionality and independence

of input in relation to output resulting from alternative test orderings is particularly marked for

small input items. And this effect was attributed to a relatively stronger influence of random

disturbances on small than on larger inputs. It is important to know whether there are other

differences in our test results when inputs are grouped according to some criteria of size.

The greater the arbitrary dispersion in the figures for a given input item in relation to the

systematic changes, the smaller will be the power of our testing procedure to distinguish between the

alternative forms of relationships to output. Since we believe, both that arbitrary statistical

errors are in general relatively greater for small than for big input items and that enterprises are

less alert in adjusting the inputs of small than of big items to variations in product level, we would

expect greater relative arbitrary errors in the small input items. Accordingly, if there was an

important reduction in the proportion of acceptance of the proportionality hypothesis for the benefit

of, say, the linear positive hypothesis with increasing size of the input items, we might conclude

that the high proportion of acceptance of the proportionality hypothesis in our data was to some extent

due to the lack of precision, particularly in our data for small inputs, and that more precise data

would have given a higher percentage of acceptance for linear (non-proportional) relationships. Such a

result would also indicate that more was to be lost by ignoring the linear forms and basing input-output
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analysis on the simple proportionality hypothesis than would appear from our aggregate data, since the

importance for the outcome of computations is greater for the large inputs than for the small ones.

The size of an input item may be assessed in various ways. Here we have used classifications

by absolute size in 1955-kroner, by coefficient size (i.e. as a fraction of output value in the

receiving sector) and by a combination of these two criteria.

In the analysis of coefficient stability 	 was found that the coefficient size seemed to

have the strongest influence on variation (about the average coefficient or about the coefficient trend).

As appears from table 12 (and D12) the coefficient size alone appears to have little influence on the

Table 12. Forms of the regressions of inputs on outputs classified by the size of the coefficients.
All specified inputs. Percentage distributions

Average size of coefficients

Total
Number

of
items

0-
0.02

0.02-
0.05

0.05-
0.10

0.10-
0.25

0.25
and
over

69.2 59.0 68.5 54.6 64.0 64.2 306
24.8 30.8 24.3 34.1 32.0 27.9 133
94.0 89.8 92.8 88.7 96.0 92.1 439

1.7 1.9 1.4 4.5 - 1.9 9
0.5 1.9 2.9 2.3 4.0 1.2 8
2.2 3.8 4.3 6.8 4.0 3.1 17

96.2 93.6 97.1 95.5 100.0 95.2 456

1.6 1.3 2.9 - - 1.5 7
1.7 3.2 - 2.2 - 2.3 9
3.3 4.5 2.9 2.2 - 3.8 16

0.5 - 0.2 1
1.9 2.3 0.8 4

0.5 1.9 2.3 1.0 5

3.8 6.4 2.9 4.5 4.8 21

100.0 100.0 100.0 100.0 100.0 100.0 477
182 	 156 	 70 	 44
	

25 	 4/7

Form of regression

Proportional, no trend 	
Proportional, trend 	
Proportional, total 	

Linear positive, no trend
Linear positive, trend 	
Linear positive, total 	

Confirmation, total

Linear negative, no trend
Linear negative, trend 	
Linear negative, total 	

Independent, no trend
Independent, trend
Independent, total

Rejection, total 	

Total 	
Number of items 	

regression form, (except for the category of competitive inputs combined, for which it appears that the

inputs corresponding to small coefficients are influenced by trend in fewer cases than those

corresponding to bigger coefficients (see table D12). The difference between this category and the

average for all specified inputs is particularly marked for inputs corresponding to average coefficients

of less than 2 per cent of the output value but nevertheless this difference is not big enough to be

statistically significant by the tests we can apply).

If we consider the size distribution in absolute (1955-) kroner, in table 13 (and D13) there

1) See Sevaldson Op.cit. 1970.



Average size of input in million 1955-kroner

and
over

0-	 10.1-	 50.1-	 100.1-
250.010.0	 50.0	 100.0

Number
Total	 of	 •

items
Fora of regression
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Tabell 13. • Forms of the regressions of inputs on outputs, classified by average size in kroner of the
input item. All specified inputs. Percentage distribution

Proportional, no trend
	

64.5	 68.8	 58.6	 45.5	 •	 53.4	 64.2	 306
Proportional, trend ..............	 27.9	 23.0	 31.1	 40.9	 46.6	 27.9	 133
Proportional, total
	

92.4	 91.8	 80.7	 86.4	 100.0	 92.1	 439

Linear positive, no trend .......	 1.4	 2.2	 -	 9.1	 -	 1.9	 9
Linear positive, trend .......... 	 1.1 	 0.8 	 3.4. 	 .4.5 	 - 	 1.2 	 6
Linear positive, total ...........	 2.5	 3.0	 3.4	 13.6	 -	 3.1	 15

Confirmation,.total ..............	 94.9	 94.8	 93.1	 100.0	 100.0	 95.2	 454

Linear negative, no trend ........	 1.8	 1.5	 -	 -	 -	 1.5	 7
Linear negative, trend ...........	 2.2	 2.2	 6.9	 -	 -	 2.3	 11
Linear negative, total ...........	 4.0	 3.7	 6.9	 -	 3.8	 18

Independent, no trend ............	 0.4	 -	 -	 -	 -	 0.2	 I
Independent, trend ...............	 0.7	 1.5	 -	 -	 -	 0.8	 4
Independent, total ............... 	 1.1	 1.5	 -	 -	 -	 1.0	 5

Rejection, total ...........:......	 5.1	 5.2	 • 6.9	 -	 -	 4.8	 23

Total............................	 100.0	 100.0	 100.0	 100.0	 100.0	 100.0	 477
amber of items	 276	 135	 29	 22	 15	 477

appears a tendency towards a larger percentage of linear negative and independent items for the inputs

up to 100 million kroner, and a compensating tendency towards a larger proportion of linear (not

proportional) relationships for larger inputs. The aggregate percentigé of proportional cases appears

to be insensitive to this size classification, (possibly with an exception for the very large inputs of

more than 250 million kroner), but the percentage of items with a trend in the proportionality

coefficient shows a tendency to increase with size, from 26 per cent of all cases for inputs of

50 million kroner and less and up to 47 per cent, or nearly half of the 15 inputs of more than

250 million kroner, when we consider the group of all specified inputs (cfr. table 13).

A simultaneous classification of inputs by size in kroner and ta per cent of outputs (see table

14 and D14) indicates a combined effect of these two sise criteria, but still with the sise in kroner

Table 14. Forms of the regressions of inputs on outputs, classified by average sise in 1955-kroner of
the input item and average size of coefficient. All specified inputs. Percentage distri-
bution

of these	 over overInput, million kroner 0-50.0 0-10.0 rest 	 0-50•0 50.0 50.0 Total

Average coefficient % 0-10.0 0-2.0 	 rest over 0-10.0 41;!;

Form of revession
	Proportional, no trend .................	 66.4	 69.7	 63.9	 60.0	 46.4	 57.9	 64.2
	Proportional, trend ....................	 26.0	 24.3	 27.3	 30.0	 42.8	 34.2	 27.9
	Proportional, total ....................	 92.4	 94.0	 91.2	 90.0	 89.2	 92.1	 92.1

	Linear positive, no trend .............	 1.6	 1.2	 1.8	 3.4	 3.6	 2.6	 1.9
	Linear positive, trend .................	 1.0	 0.6	 1.4	 -	 -	 5.3	 1.2
	Linear positive, total .................	 2.6	 1.8	 3.2	 3.4	 3.6	 7.9	 3.1

	Confirmation, total ....................	 95.0	 95.8	 94.4	 93.4	 92.8	 100.0	 95.2

	

Linear negative, no trend ..............	 1.8	 1.8	 1.9	 -	 -	 -	 1.5
Linear negative, trend.	rend .................	 2.1	 1.8	 2.3	 3.3	 7.2	 -	 2.3

	Linear negative, total .................	 3.9	 3.6	 4.2	 3.3	 7.2	 -	 3.8

	0.3 	 0.6	 -	 -	 -	 -	 0.2

	

0.8	 ..

	

1.4	 3.3	 -	 -	 0.8

	

1.1	 0.6	 1.4	 3.3	 ...	 -	 1.0

	

5.0	 4.2	 5.6	 6.6	 7.2	 _ 4.8.
	100.0	 100.0 100.0	 100.0 100.0 100.0 100.0

Independent, no trend
Independent, trend ......................
Independent, total .....................

Rejection, total .......................

Total • • ..•• ••••,••.• •••••••••••••• •••••
Number o items .......................	 381	 165	 216	 30	 28	 • 38	 477
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as the dominating criterion: For the group of inputs which are 50 million kroner and less in average

size those which are the smallest, both in kroner and as coefficients have a larger percentage of

proportional cases, and among the proportional cases a larger percentage without trend, than the rest.

Otherwise there are no clear differences within this group. The group of inputs above 50 million

kroner in average size show no influence of coefficient size on the percentage of proportional cases,

but has a larger group of proportional items with a trend for the coefficients which are 10 per cent

and less than for those above 10 per cent. There is a greater percentage of linear negative and

independent cases for the small coefficients and a correspondingly greater percentage of linear

positive cases for the big coefficients in this group.

The conclusion of our analysis of input size must be that input size in kroner rather than in

per cent of output appears to be the decisive criterion, further, that the fraction of input items for

which alternative assumptions about non-proportional, linear relationships with output give

significantly better fit than proportionality is low for all size groups, whereas the fraction of

input items which show independence of or negative correlation with output decrease with increasing size

of input. The latter observation may be taken as confirmation of a suspicion that negative correlation

and independence mainly are the effects of statistical inaccuracy. We also find that the larger

coefficients are subject to trend changes to a larger extent than the smaller ones, and we may take

this as an indication that entrepreneurs are more alert to technical changes affecting large than

mall inputs, but it may also be an effect of the better statistical precision in the reporting of

large inputs. However, differences are not large enough to indicate that our general results are

strongly influenced by characteristics of the size distribution of inputs.

XV. Linearly dependent inputs 

Less than 1 in 10 of our input items came out of the testing procedure as linearly dependent on

outputs, and they were more or less evenly divided between dependency with negative and possitive

regression coefficients. For these items the size of the constant term is quite important. For this

reason we have made the constant term in the regression equation, estimated without trends, the subject

of further study. (Tables 15 and D15). The items with a negative regression coefficient will have a

Table 15. Distribution of constant terms in per cent of average value og input for input depending
linearly on outputs. All specified inputs. Numbers of input items

Constant term in per cent of
average input

Input size in million kroner

0-10.0
over
10.0

200 and over 	 5 1

100 - 199.9 	 2 1

100 and over 	 7 2

25- 	99.9    6 3

-24.9 - 24.9 	 2 3

-74,9 - -25 	 1 3

-75 and less 	• 	 3 3

Less than 100 	 12 12

Total 	 19 14

Total

6

3

9

9

5

4

6

24

33

constant term exceeding 100 per cent of the average value of the item itself. In these studies of the

constant terms we have ignored any trends in the linear relationships. It turns out then that some of

the items which were classified by our testing procedure as linearly dependent on output with a negative

regression coefficient change to a positive regression coefficient when trends are ignored. Thus there

were 33 items in the group of all specified inputs classified as linearly dependent on outputs and of
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these 18 were found to have a negative regression coefficient (cfr. table la.) When trends are ignored,

only 9 of the same 33 input items are found to be negatively correlated with output. Among the 33

linearly dependent input items 14 were above 10 million kroner in average size, and among these 14

there were 6 with a negative regression coefficient. However, when trends are ignored, only 2 of

these items over 10 million kroner were negatively correlated with inputs (table D13). Less than

half of the linearly dependcnt Lanutr; had a positive constant term, indicating a predominant tendency

for these items to increase more than proportionately with increasing output.

The majority of constant terms are quite moderate in size, between -75 and 4100 per cent of

the average of the item itself. We bave not made a study of the elasticities of these inputs with

regard to output.

XVI. Inputa

It has been generally as3umed that the hypothesis of proportionality between inputs and out-

puts is more suitable for inplts of direct materials than for service inputs or for inputs of

auxiliary materials. This assumption has influenced the sector specification details and the

interpretation of results in many input-output studies.

In order to find out if our data would support this assumption the Input items were classified

by types in the following categories:

Direct materials

Auxiliary materials

Service inputs

Packaging materials

The classification was done iç'r each item on the basis of an evaluation of delivering and receiving

sector, but without investigation of the types of goods included in the deliveries (tables 16, D16 and

17).

Table 16. Forms of the regressions of inputs on outputs. Classification by input types. All
specified inputs. Percentage distribution

In ut t ..•••■•••
Form of regression

Direct	 Auxiliary Services
aterials 	 materials

Packaging
materials

Proportional, no trend
	

68.5
Proportional, trend ....... 	 25.2
Proportional, total	 ..•••••••••0••••••••••• 	 93.7

Linear positive, no trend
	

2.0

Linear positive, trend .......... ..... 	 ..... 	 0.8

Linear positive, total
	

2.8

C onfirmation, total • • • • • • . • •••• 01, 4••••••••••
	 96.5

Linear negative, no trend	 ......
	 1.2

Linear negative, trend 0,000000.66004000 ..... 	 1.9
Linear negative, total ................ ...... 	 3.1

Independent, no trend
Independent, trend ........ 	 0.4
Independent, total . OOOOO .................... 	 0.4

Rejection, total 00000000.0000.00400$ OOOOO 'if 	 3.5

• • • • • • • 	 •••••• 	 *•6,0 .000	 0.90	 0.01•••0 100.0
items .00•4••••••••• 4,6•0669***00•0119	 • 254

Total • • •

Number of

59.4
	

53.9
	

75.0
35.8
	

27.7
	

16.7
95.2
	

81.6
	

91.7

1.6
	

2.6
0.8
	

2.7
	

4.1
2.4
	

5.3
	

4.1

97.6
	

86.9
	

95.8

0.8
	

2.6
	

4.2
0.8
	

6.6
1 .6
	

9.2
	

4.2

1.3
0.8
	

2.6
0.8
	

3.9

2.4
	

13.1
	

4.2

100.0
	

100.0
	

100.0
123
	

76
	

24

Classified in this way our data indicate a difference between inputs of services on the one hand and

inputs of the three other categories on the other hand. The three classes of materials inputs came out

with about 97 per cent items with positive correlation with output, whereas the percentage for service

inputs was only 87 (tables16, D16 and D17). Correspondingly, the three classes of materials inputs

came out with proportionality for 92-95 per cent of the items, against 82 per cent for service inputs.
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Thus, we have a clear confirmation of the assumption stated initially, but it is a question if the

difference is big enough to warrant differential treatment of services from other inputs.

For auxiliary materials the distribution between proportional, no trend and proportional, trend,

seems to deviate from the others, in favour of the latter class (i.e. proportional, trend). This may

be a reflection of improved (or deteriorated) reporting of such items in the basic statistics over the

period.

XVII. Characteristics of the delivering sector 

The difference between service inputs and materials input in their relationships to output in

the receiving sectors may suggest that there are also other differences related to the types of input

items. Such differences might have to do with characteristics of the sectors producing the input items

In grouping the inputs by domestic or foreign origin we have already taken into account one

characteristic of the producing sectors, and since services and materials are produced in different

types of sectors, also the classification of inputs by type has a relationship to the character of

producing sectors.

We may now go further and ask if there are particular sectors or particular types of sectors,

the products of which are related to outputs in consuming sectors in ways which differ from the general

pattern. A listing of input items grouped according to sector of origin for specified Norwegian inputs

specified imported inputs and for competitive inputs combined, is given in Appendix, table I. The

sectors have been ordered according to the percentages of their specified deliveries which are in

agreement with the Leontief theory. The sectors are identified by their names and their numbers in a

consecutive numbering used in this study, as well as by a digit indicating their types as either: 0,

extractive - and service sectors or 1, commodity processing sectors. For Norwegian sectors the average

production in the period 1949-1960 in constant 1955-prices is also given. A separate listing of

sectors with one or more deliveries not positively correlated with output in receiving sectors is

given in table D18.

With some 5 per cent of all inputs not positively correlated with output, and a total of

around 8 per cent not proportional to output according to table 2a, the distribution of the items which

are not positively correlated and of the non-proportional items on delivering sectors might apparently

well be random, since there is no spectacular agglomeration of such items on particular sectors. The

few sectors which have more than one not positively correlated or non proportionalitems also have

relatively high total numbers of deliveries (see table D18).

When we look at the producing sectors for the reference group of 477 specified input items the

sectors 61 Real estate and 82 Unspecified services with each 4 not positively correlated and

respectively 5 and 6 non-proportional items alltogether are the only ones with more than 2 items of the

former type and more than of 3 of the latter. In both sectors the measurement and registration of

output is rather problematic.

An effort at a more systematic grouping of all delivering sectors has been made in table 17

(and D19, D20 and D21). The grouping adopted in the reproduced table into Extractive and service
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Table 17. Characteristics of delivering sectors. Distribution of delivering sectors according to
results for specified deliveries and type of delivering sector. All specified deliveries
and competitive inputs combined. Percentage diétribution

Type of deliveries'
Results . 

..Lnztk_2LrleliverinfLL;ss:._tor_
• 

Number
• 

Extractive	 of
Commodity • Unspeci- 	 .

• and Total sectors.
processing	 fiedservice 	  

Specified deliveries form  Norw
sectors:

Sectors for which all specified deliveries
are positively correlated with output in
receiving sectors *****************,0000.0 	 76.2.	 .94.1	 50.0	 84.7	 50
Of these:. All proportional with output ..	 71.4	 79.4	 50.0	 74.6	 44

Total number of sectors	 21	 34	 4	 59	 59

Specified deliveries from  • Immtt_pectors
Sectors for'which all specified diliverieis
are positively correlated with output in
receiving sectors ........................	 85.7	 92.9	 • •	 90.5	 38
Of these: All proportional with output .. 	 78.6	 85.7	 • •	 83.3	 35

Total number of sectors ......... 	 14	 28	 42	 42

Competitive inputs combined 

From sectors for which all combined
deliveries are positively correlated with
output in receiving sectors
Of these: All proportional with output ..

Total number 	of sectors ..................

88.8
88.8

9

87.9
81.8 .

33

* •

* •

88.1	 . 37 •
83.3	 27

42	 42

producing, commodity processing, and "unspecified" sectors brought out the greatest differences. An

experimental distribution between servte producing and commodity producing sectors gave less

pronounced differences.

Thu8, we find confirmation that inputs originating from commodity processing sectors show a

closer relationship to outputs in consuming sectors thai inputs from service producing sectors.

However, it Is surprising that inputs originating from extractive sectors should fall in with those

from service producing sectors in this grouping. However, some of the Norwegiai extractive sectors

are of a somewhat special nature, i.a. because of the substitutability between their products and

imports. If we condider the competitive inputs combined, where all but one of the extractive and

service producing sectors are extractive, ve do not find any difference between this group and the

commodity producing group (tables 17 and D21).

XVII. Number of deliveries 

One way of characterizing a pioduction sector is bý the number of sectors to which it delivers

its product as input. The general idea would be that the principal raw materials through their

successive stages of processing follow only a limited number of routs, and consequently that the

sectors mainly occupied in this type of processing will have few recepients for their deliveries for •

further processing. On the other hand, production sectors procuring auxiliary materials and services

to the major production sectors will in general have products which are used films:ay-processes, and

consequently have many recipients for their intermediate deliveries. It is a priori possible that

there will tend to bee closer quantitative relationship between principal inputs and output, than

between ancillary inputs and output.

A grouping' of the sectors by number of deliveries has 'bees made in table 18 (and in D22, D23

and D24). There appears to be a definite tendency for the percentage of deliveries which are not
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Table 18. Characteristics of delivering sectors. Distribution of delivering sectors according to
results for specified deliveries and number of specified deliveries. All specified
deliveries and competitive inputs combined. Percentage distribution

Number of specified deliveries 	 Number
of

1	 2-4	 Total	 sectors
Over

4

84.5 100.0 61.1 84.7 50
84.5 85.7 50.0 74.6 44

13 28 18 59 59

100.0 90.0 75.0 90.5 38
100.0 80.0 58.4 83.3 35

20 10 12 42 42

100.0 95.5 69.2 88.1 37
100.0 90.9 61.5 83.3 35

7 22 13 42 42

Specified deliveries from Norwegian sectors 

Sectors for which all specified deliveries are
positively correlated with output in receiving
sectors 	
Of these: All proportional with output 	

Total number of sectors 	

Specified deliveries from import sectors 

Sectors for which all specified deliveries are
positively correlated with output in receiving
sectors 	
Of these: All proportional with output 	

Total number of sectors

Competitive inputs combined 

From sectors for which all combined deliveries
are positively correlated with output in
receiving sectors 	
Of these: All proportional with output

Total number of sectors

positively correlated with output in the receiving sector to increase as the number of specified

deliveries increases and for the percentage of proportional inputs to decline with increasing number of

deliveries. We get the same general picture in table 19, where results for the individual input items

Table 19. Forms of the regressions of inputs on outputs. Classification by number of specified
inputs from delivering sectors. All specified inputs. Percentage distribution

Form of regression
Number of specified inputs frmlaLly_allEilia

10
and
over

65.3
24.4
89.7
3.7

93.4

4.7
1.9
6.6

100.0
213

1-3 4-9

Proportional, no trend 	 68.4 59.5
Proportional, trend 	 25.7 34.4
Proportional, total 	 94.1 93.9
Linear positive, total 	 3.9 2.4
Confirmation, total 	 98.0 96.3

Linear negative, total 	 1.0 3.7
Independent, total 	 1.0 -

Rejection, total 	 2.0 3.7

Total 	 100.0 100.0
Number of input items 	 101 163

have been grouped. The figures thus give some support to the suggested hypothesis.

Of the 13 Norwegian sectors with only one specified delivery, there were five cases where this

delivery was intra-sector. The following three deliveries were classified as Proportional, no trend:

From Margarine to Bakeries, from Transport, not elsewhere classified to Trade, and from Consultants to

Publishing. The following two were classified as Proportional, trend: From Whaling to Oil refineries

and from Communications to Commercial banks. Classified as Linear, negative, trend was the delivery

from Hunting to Other food and as Independent, trend from Ocean transportation to Whaling. Of the

20 import sectors with only one specified delivery there were 11 where the delivery was to the

corresponding Norwegian sector. The following 6 deliveries were classified as Proportional, no trend:
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From Fisheries to Leather, from Whaling to Oil refineries, from Cordage to Leather, from Paper to Paper

products, from Paper products to Laundry etc., from Herring oil to Oil refineries. The following three

were classified as Proportional, trend: From Grain mills to Bakeries, from Pulp to Paper and from

Rubber products to Shoe factories.

XIX. Characteriatics of the eceiw. , ! sector

So far we have examired the results for groupp of input items characterized by the inputs them-

selves, irrespective of the character of the sectors into which they are inputs.

Obviously, we would also expect the characteristics of the receiving sectors to have some

influence on the behaviour of their inputs in relation to changes in output. In order to study this,

we have also grouped the irlp- t according to various characteristics of the receiving sectors.

In Appendix table Il we have listed all the 79 sectors in the study, identified by the sector

code used and by abbreviated sector names, indicating the major activities included in each sector.

Various characteristics of the sectors, as average production  in millions of (l955)kroner, number of

input items specified in the study and total number sepcified in the basic accounts are also given,

as well as the figures on the test results for the specified inputs.

The sector code gives the following information:

Digits 1 and 2: consecutive numbering of the sectors fram 01 to 79.

Digit 3: used for computational purposes.

Digit 4: Sector type: 0 = extractive and service sectors,

1. commodity processing sectors.

Digit 5: Size of production:

	

Code	 Average productiod value in
million (1955-)kroner

	

0	 0	 - 30.8

	

1	 30.9 - 99.9

	

2	 100.0 - 499.9
	3 	 500.0 - 999.9

1000.0 and over

Digit 6: Dispersion in production;

	Code
	

Coefficient of variation

0
1
2
3

5	 31 and over

Digit 7: Trend in sector production:

Code	 Coefficient of correlation
with time

o 	 0 - 0.575 (95% level)
1 	 0.576 - 0.707 (99% level)
2 	 0.708 - 0.85

3 	 0.86 - 0.90

4	 0.91 - 0.95
0.96 	 1.00

0 - 	 9
10 - 	 14
15 - 	 19
20 - 	 24
25 - 	 30
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In table 20 we have listed all the sectors with a fifth or more of the specified input items

Table 20. Sectors with one fifth or more of input items not proportional to output

Sector
Sector
type 1)

Of these
Number of	 Of these not
specified	 non-pro- positively
inputs	 portional correlated

No.

05	 Whaling 	 0 4 2 2

03	 Hunting etc. 	 0 2 1

61	 Real estate 	 0 2 1 1

67	 Tramways 	 0 3 1 1

04	 Fisheries etc. 	 0 3 1 1

56	 Central bank 	 0 3 1 1

59	 Life insurance 	 0 3 1

68	 Transport n.e  c   0 3 1 1

54	 Gas supply 	 1 4 1

78	 Hotels etc.    0 4 1 1

38	 Herring oil 	 1 5 2 1

07	 Metal mining 	 0 5 1 1

18	 Spirits 	 1 5 1 1

65	 Post services 	 0 5 1

79	 Laundry etc. 	 0 6 2

10	 Dairies 	 1 3 1

63	 Ocean transport 	 0 3 1 0

09	 Slaughtering 	 1 4

39	 Vegetable oil 	 1 5

1) 0 = Extractive and service sectors (13)
1 = Commodity processing sectors (6)

classified as non-proportional to output. These are all sectors with a small number of specified input

items. With few exceptions they are sectors where a quantitative measurement of the product presents

conceptual difficulties, where the quantity measure of production is related to utilisation while a

major part of operation costs are related to capacity (Transportation) or where indirect taxes or

subsidies are of great importance (Spirits, Dairies),

We also note that more than two thirds of these sectors have been classified as extractive

and service sectors.

XX. Type of receiving sector 

The classification into "Extractive and service sectors" and "Commodity processing sectors" is

based on an a priori hypothesis that the simple types of relationships between inputs and outputs which

we are testing here would be better adapted to the latter than to the former group: In both extractive

and service sectors the intermediate inputs are typically of an ancillary nature and quite often not

directly related to the volume of output for technical reasons. In the commodity processing sectors,

on the other hand, inputs will to a large extent be "direct materials", and thus for technical reasons

directly related to the volume of output.
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Grouping our results according to this classification (table 21 and tables D25 and D26) brings

Table 21. Characteristics of receiving sectors. Forms of the regressions of inputs on output.
Classification by type of receiving sector. All specified inputs. Percentage distributions

Type of sector

Form of regression

Proportional, no trend ...............................
Propörtional, trend
Proportional, total

Linear positive, no trend
Linear positive, trend
Linear positive, total

Confirmation, total

Linear negative, no trend • • • • • • • • • • • • • • • • • • • • •• • • • • • •
Linear negative, trend • • • • • • • • • • • • • • • • • • • • • • • • • • • • •• •
Linear negative, total

Independent, trend 00,•••••••••••••••••••••••••••••044
Independent, no trend ••••••••••••••••••••••••••••••••
Independent, total

Rejection, total • •-• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •

Total f•••••••••••••••••••••••••••••••••••••••••••••••
Number of• items • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •

	51.7
	

• 69.7

	

36.7
	

23.9

	

88.4
	

93.6

	

2.0
	

1.8

	

0.7
	

1.5

	

2.7
	

3.3

	

91.1	 96.9

	

2.1	 1.2

	

4.1	 1.6

	

6.2	 2.8

0.7

	

2.0	 0.3

	

2.7	 0.3

	

8.9	 3.1

	

100.0	 100.0 •
147	 330

out quite consistently a difference in the expected direction. As with all our results, the •

difference is perhaps not dramatic, but it is consistently present in nearly all the basic groups of

inputs (eft...tables D25 and D26): The percentages of items in the class "proportional, total" is

higher in 'commodity processing sectors than in extractive and service sectors for all categories of

inputs except Imports, non.competitive, which has only 13 items in each of the two classes, and Gross

value added, where the'difference is very small.

When we consider the percentages falling in the class "proportional, no trend", we again find

a quite consistent difference . to the effect that the percentages.are also here higher for commodity

processing sectors than for extractive and service sectors, with exceptions again for the category

Imports, non competitive, and for Substitution groups. Still, the differences are not very big. But

here they are big enough to be significant: . For all specified inputs the proportion of Proportional,

no trend is 51.7 for Extractive and service sectors. This is a deviation of 3:2 tiles the standard

deviation in a binomial -distribution with the probability 64.2 per cent (the result for all specified

inputs) for thii outcome and 147 items. Similarly, the percentage for commodity processing sectors is

69.7 and 2.1 times the standard .deviation away from 64.2:

Correspondingli, the class proportional, trend bas the higher percentages in extractive and

service sectors for all categories except Imports, non-competitive and Substitution groups. 'The

differences between the two types of sectors in respect of.the distribution on the classes without and

with trend seam to be somewhat more marked than the differences in redpect of • the total percentages in

the class proportional.

The proportion of inputs in the classes Linear with negative regression coefficient for output
and Independent are higher for extractive and service sectors for all categories except Norwegian,

competitive and Gross value added.

The observed differences Indicate that the Leontief mode/ is slightly better adapted to the

commodity processing sectors than to the extractive and service sectors, but the difference is not very

great. The difference between the two typés of sectors stands out more clearly, when we group the

sectors in Stead of the individual input items. For each sector we have computed the percentage of the



49

specified coefficients which falls into each of the 8 classes of results. We have then grouped the

sectors according to the following scheme:

1. Sectors with 70 per cent or more of their specified input items falling in the result rIciss

Proportional, no trend.

2. Sectors with at least 50 per cent of the specified input items falling in the result class

Proportional, no trend, and the rest in the result class Proportional, trend.

3. Sectors with all specified input items falling in the result classes Proportional, no trend

and Proportional, trend.

4. Sectors with all specified input items falling in classes with what we have considered

significant positive correlation between input and output, i.e. in the classes Proportional and linear

positive.

The three latter classes are cumulative.

The results of this grouping of the sectors for the two types of sectors are given in table 22.

Table 22. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and type of sector

67.7

59.5

64.3

78.5

100.0

_Type of receiving sector

Extractive Commodity Extractive Commodity
and service processing and service processing
sectors sectors sectors sectors

Number of sectors 	 Percenta e distribution

70 per cent or more of specified input
items in the class Proportional, no trend 12 28 33.3

All specified input items in the classes
Proportional, majority without trend 	 .... 15 25 41.7

All specified input items in the classes
Proportional 	 22 27 61.2

All specified input items in classes with
significant positive correlation between
input and output  24 33 66.7

All sectors with sepcified items 	 36 42 100.0

The difference between the two types are particularly striking as regards the proportion of sectors

with 70 per cent or more of input items falling in the class Proportional, no trend. Only one third of

the extractive and service sectors against two thirds of the commodity processing sectors answer this

description.

The above result is partly in contrast to the results obtained from an analysis of the inputs

in coefficient form (comp. The Stability of Input-output Coefficients). In that analysis we found that

"Surprisingly, the coefficients appear to be more stable in the extractive and service sectors than in

the commodity processing sectors ....". However, we also found that "There is possibly an indication

of a greater proportion of no trend coefficients for inputs in manufacturing", i.e. in commodity

processing sectors.

The fact that we found greater dispersion about average and trends for input coefficients in

commodity processing sectors than in extractive and service sectors in the earlier study is not

necessarily inconsistent with our present result of greater percentages classified as proportional and

as positively correlated with output in commodity processing sectors than in extractive and service

sectors. One possible explanation might have been differences in size distribution of the input items,

but the difference persists for all the size groups (see table D27).

We must conclude that there are differences in the expected direction between the sector types

in regard to the percentages of cases where inputs are best explained by proportionality or positive

linear dependency on output, but that there are differences in the closeness of the relationships,

which go in the opposite direction.
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XXI. Size of receiving  sectors

The average value of production in our sectors in the observation period varied from 13 million

kroner (State banks) to 5 700 million kroner (Trade, all in 1955-prices). There are 6 sectors with

average production less than 50 million 1955-kroner and 5 with an average of over 1 000 million kroner;

these five range from i 700 to S 700 .0111lon kroner in average. Are there systematic differences

between the sectors associated with output size in the way inputs are adjusted to changes in output?

Conceivably, statistical erre, might h,_! relatively more important for input and output measurements

in small than in large sectors. ;:nen ,lata are grouped according to the size of production in receiving

sectors, at least the specified items give a considerably higher percentage of cases with no positive

correlation between inputs and outputs for sectors with less than 100 million kroner in average

production than in larger sectors (table 23). This result for the specified inputs is also brought out

when we group the sectors insted of the individual input items (table 24).

Table 23. 	 Forms of the regressions of inputs on output, classified by size in 1955-kroner of the
average production value of receiving sectors.	 All specified inputs. 	 Percentage
distribution

Average production

0-
99.9

values. 	 Million (1955-)kroner

100.0-
499.9

500.0
999.9

1716
and
over

Proportional, no trend 	 .. 66.2 64.8 66.3 48.6
Proportional, trend 22.1 29.6 23.4 40.0
Proportional, total 88.3 94.4 89.7 88.6

Linear 	 positive, 	 total 	 .. 4444 , 401080*e. 1.4 2.3 5.6 8.6
Confirmation, 	 total 	 ................... 89.7 96.7 95.3 97.2

Linear 	 negative, 	 total 	 .. .............. 5.9 2.6 4.7 2.8
Independent, 	 total 	 OefeOefee0.0.040$44 4.4 0.7
Rejection, 	 total 	 ....... ..... .......... 10.3 3.3 4.7 2.8

Total 	 •••.• ....... .•••.•.•••••006 	 •••• 100.0 100.0 100.0 100.0
Number og items 	 68 267 107 35

..•

Table 24. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and size of average production in million 1955-kroner. Percentage
distribution

Avera e 	 oduction in million 1955-kroner

0-
99.9

100 -
499.9

500
and
over

70 per cent and more of specified input
items in the class Proportional, no trend .. • • 38.5 51.3 57.7

All specified input items in the classes
Proportional, majority without trend 	 06.4 38.5 56.4 50.0

All specified input items in the classes
Proportional 	 46.1 71.8 57.7

All specified input items in classes with
signigicant positive correlation between input
and output 53.8 79.5 	 - 73.0

Number of sectors 13 39 26

We seem thus to be able to discern a tendency to a somewhat less pronounced conformity to the

Leontief model for the inputs in the smallest sectc=rs. Usually, the small sectors have been specified

because their character sets them off from others, so that there are no natural combinations into which

to intergrate them. An effort at an a priori identification of "special sectors", where we would expect
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irregular input behaviour gave a larger proportion of such special sectors among the small sectors

than among the middle sized ones. This "test" is, of course, highly subjective.

XXII. Dispersion of production in receivin sectors

Generally, the dependency of quantities of input on volume of output in a sector should be

expected to be more precisely estimated, the wider the dispersion in output is in the data, provided

that production technique and quality of output remain unchanged. However, extreme changes in the

volume of output are probably often accompanied by or directly caused by important changes in production

techniques and - or product composition.

As a measure of relative dispersion in output we used standard deviation about average

production in the sector in per cent of average production. When the results for individual input items

are grouped according to this measure of dispersion of production in receiving sectors (tables 25 and

D31 and D32) there appears to be a tendency for a greater percentage of the input items to fall in the

class proportional, no trend, with increasing dispersion of production in the receiving sector, up to

the group of dispersions above 25 per cent of average production, where there is again a fall in the

percentage in this class of results. We might draw the conclusion from this evidence that the frequency

of trends in the proportionality coefficients may be slightly overstated in our results, due to the

effects of statistical disturbances. No other systematic differences appear to be associated with the

relative distribution of production in receiving sectors.

A generally similar picture emerges when we study the distribution of sectors instead of the

distribution of individual input items (tables 26 and D33).

Table 25. Forms of the regressions of inputs on outputs. Classification by the relative dispersion
of production in receiving sectors. All specified inputs. Percentage distribution

Standard deviation in per cent
of average production value

0-9 10-14 15-19 20-24
25 and
over

55.5 63.6 68.5 73.8 56.3
37.5 28.1 24.1 19.4 32.8
93.0 91.9 92.6 93.2 89.1

4.2 1.6 1.9 3.9 6.2
97.2 93.5 94.5 97.1 95.3

4.9 5.5 2.9 4.7
2.8 1.6
2 .8 6.5 5.5 2.9 4.7

100.0 100.0 100.0 100.0 100.0
72 184 54 103 64

Form of regression

Proportional, no trend 	
Proportional, trend
Proportional, total 	

Linear positive
Confirmation, total

Linear negative 	
Independent 	
Rejection, total 	

Total 	
Number of items 	



Standard deviation in

0-9
	

10-14

er cent of avers e reduction value

15 and . over

No clear
All	 trend in out'
receiving put
sectors'). receivina

sectorsi ,

68.2
25.8
94.0

1.5
95.5

3.0
1.5
4.5

100.0
68.2

Clear trend No clear
in output	 trend in out, -

in	 • put in
receiving	 receiving
sectors')	 sectors')	

68.4
10.5
78.9

15.8
94.7

55.5
37.5
93.0

4.2
97.2

2.8
• 2.8

100.0
58.3

72 •

5.3

61.0
29.7
90.7

1.7
92.4

.5.4
1.7
7.6

100.0
64.4

II8

5.3

100.0
89.5

1966

Form of regression

4111111.111•11111W

Proportional, no trend ......
Proportional,.trend .........
Proportional * total .........

Linear positive, total ......
Confirmation, total .........

Linear negative, total ......
Independent, total
Rejection, total ............

Total
Of these without trend ....

Number of input items .......

Clear trend
in

output in .
receivips
sectors"

67.3
25.7
93.0

3.0
96.0

4.0

100.0
70.8

202
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Table 26. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and dispersion in production. Percentages of numbers of sectors •

Sectors with:
Standard deviation in per cent

-j------ 
of average production value

25 and
0-9	 10-14	 15 49	 20-24 •	 over

70 per cent or more of specified input
items in class Proportional, no trend ....
All specified input items in the classes
Proportional, majority without trend .....
All specified input items in the classes
Proportional ..............................

All specified-input items in classes with
significant positive correlation between
input and output

Number of sectors

35.7
	

46.8	 50.0	 75.0
	

62.5 •

42.8
	

50.0	 58.3	 50.0	 62.5

71.4
	

59.4'	 66.7	 50.0	 75.0

85.7	 65.7	 75.0	 75.0	 75.0

14	 32	 12	 12	 8

XXIII. Dis er ion and trend in out ut in receivin sector

As was pointed out in the discussion of possible effect of time trends in output in receiving _4

sectors (chapter XI), such trends may distort the results of our study in several ways. In particular

there might be a confusion between proportional relationships with a trend and •linear relationships

without trend. When we grouped the results according to the existence or non-exixtence of trends ta.

output in receiving sectors, not much light was thrown on this problem. However, when we also take

into consideration the dispersion of output in receiving sectors, we may perhaps draw some

conclusions. (See tables 27 and D34 and D35): For the inputs into sectors with large dispersion in

output and where this diipersion is not mainly the effect of a strong trend, the percentage of cases

classified as proportional with a trend in the proportionality factor is considerably lower, and the

percentage of linear.cases (without trend) is correspondingly higher than for inputs into other

sectors. This might indicate that our results, tend to exaggerate the frequency of proportional

relationships with trend, at the expences of the frequency of linear relationships. This couslusion

Table 27. Forms of regressions of inputs on outputs. Classification by dispersion and trend
characteristics of output in receiving sectors. All specified inputs. Percentage
distribution

	•61111110

•

1) Sectors 'with a correlation coefficient between output and time above. 707 are classified as having
a clear trend in output.
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would be supported by the fact that the result Proportional, trend comes early in our testing procedure

(compare chapter V) whereas the linear relationships are much later. The testing procedure must

consequently be expected to be biased in favour of the proportional, trend result. On the other hand,

the fact that there are only 19 input items into only two sectors in the class of inputs into sectors

with large dispersion and no clear trend in output makes the basis for a strong conclusion somewhat

shaky.

Since we have established that inputs and outputs do not change proportionately over time in

about one third of all cases, and since the extrapolation of time trends seems to be a somewhat

hazardous project for logical reasons, it may be that some further experimenting with linear input

output relationships is more warranted than appears from our results at first sight.

XXIV. Number of input items

The idea that the nature of input-output relationships may depend on the number of input items

in a sector may seem a little far fetched, but conceivably there might be a difference between sectors

engaged in an assembly type of production, putting together parts made up of materials from a great

variety of sources on the one hand, and sectors processing one or a small number of main raw materials

with little materials added on the other. However, service sectors, with generally few input items

would also influence the picture.

The number of specified input items and the total number of input items for each sector is

given in Appendix table II, together with the test results for each sector. When the sectors are

grouped according to number of specified input items (table 28) or according to total number of input

items (table 29) it appears that the sectors with the smallest numbers of input items have relatively

fewer results in the class Proportional, no trend and fewer in the classes with positive correlation

with output alltogether than sectors with greater numbers of inputs. We have thus an indication that

the hypothesis about a better fit for the assembly type sectors is correct. (See also tables D36 and D37)

Table 28. 	 Forms of the regressions of inputs on output. 	 Classification by number of specified
input items in receiving sector. 	 All specified inputs. 	 Percentage distribution

Form of regression Number of spesified input items in receiving sector

1-6 	 7-9 	
10 and
over

Proportional, no trend 	 56.0 77.7 60.9
Proportional, trend 	 31.9 19.5 31.4
Proportional, total 	 87.9 97.2 92.3

Linear positive, total 	 3.9 0.7 4.5
Confirmation, total 	 91.8 97.9 96.8

Linear negative, total 	 5.5 2.1 3.2
Independent, total 	 2.7
Rejection, total 	 8.2 2.1 3.2

Total 	 100.0 100.0 100.0
Number of input items 	 182 139 156
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Table 29. Forms of the regressions of inputs on output. Classification by total number of input items
in receiving sector. All specified inputs. Percentage distribution

	40111111111111111111W

Form of regression Total number of ilputs items in receivius sector

25 and
3-9 .	 10-24 over

Proportional, no trend ...................
Proportional,
Proportional, total

. Linear positive, total
Confirmation, total

Linear negative, total ...................
Independent, ' cotal 0.41.10414,..0.,4111041,1141111•0.0
Rejection, total

Total • •• • ,• •• • • • • ••• • • • •• ..•• • • • • • • • • • •• •
Number og specified input' items • • • • •• • • •••

53.5
• 32.6
86.1

1.1
87.2

8.1
4.7

12.8

100.0
86

70.0
24.8
94.8

2.4
97.2

.	 2.5
0.3
2.8

100.0
323

50.8
36.2
87.0

8.7
95.7

4.3

• 4.3

100.0
69

XXV. , Summer7 of findings

It was found in earlier studies1) that there are considerable variations from year to year in

the input-output proportions and that part of these variations could be accounted for by linear trends

in the coefficients, but that much variation also remained about the trend lines. It was also found .

that the instability in coefficients led to considerable errors in forecasts of intermediate deliveries

When these forecasts were.based on an observed set of input-output coefficients or on averages of such

. coeffiCients. Iu the present study we wanted to test if the simple hypothesis of linear,

nonproportional relationships between inputs and outputs, or of independency would offer better

alternative* to the hypothesis of proportionality. We also wanted to investigate if there are specific

types of. inputs or specific types of sectors, which differ from the rest in respect of input-Output

relationships. Since an interindustry model of production is bases on assumptions about input-output

relationships for up to thousands of input items, it woUld be of great practical importance if the mass

of , 	items could be subdivided into groups where the hypothesis of proportionality worked quite well,

an others where it did not turn out Po well, so that the search for alternative hypotheses could be

intensified for the latter groups.

As the preceding account of our results show, the alternatives did not prevail over the

proportionality assumption in the majority of cases. With the reservation that our testing

procedure was biased in favour of the proportionality assumption, this assumption was rejected for only
about 1 out of 10 cases (8 per cent for the reference group). With this low over all percentage of

rejections it is perhaps not so surpricing that we were not able to discover groups of inputs or

production sectors which stood clearly out from the rest in regard to, relationships between inputs and
outputs. Roughly 3 in 100 (3 per emit for the reference group) of the input.items studied appeared to
be linearly, nonproportionally, dependent on output with a positive regression coefficient and 1 in 26
(4.8 pir cent foi the reference group). showed a negatively inclined linear dependency or independenée
between input and output.

In all the forms of relationships between inputs and outputs selected by our testing

procedure about one third were forms with a trend factor (32.2 per cent for the reference group).

This is clearly' less than the percentage of input-output coefficients with a trend (42 to 58 per cent

• for the reference group) found in the earlier study of coefficient stability2) , and there is no good
correspondende between the results of the present and the former stlidy in this respect. Å certain

possibility for trade-offs between non-proportional linear forms and proportionality with a trend in

our test results, together with different minimization procedures must account for this difference.
01111111.11111■11.111111•1•10111.11111•11,11

1) Sevaldson, Op,cit.1970 ana Sevaldson, Op.cit. 1972.
2) Sevaldson, Op.cit. 1970.
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Nearly two thirds (64 per cent for the reference group) of all items were classified as proportional

with output and without trend.

In respect to the various categories describing origin, competitiveness and aggregation

levels into which the input items were grouped, the general impression is that there are no very

marked differences between the groups as regards test results. It is particularly remarkable that

the formation of more aggregate input units through the combination of °M.milar" items, like correspond-

ing domestic and imported inputs, inputs characterised as "substitution groups" or "fuels combined"

do not tend to alter the relative frequencies of the various outcomes of the testing proc edure. We

must take this as an indication that the increase in coefficient stability achieved by aggregating the
. 1)

input -output matrlx	 is primarily an effect of statistical and not of systematic causes.

The size of the input-output coefficient did not appear to influence the results of the testing

procedure. This is remarkable but it is not inconsistent with the finding in the study of coefficient

stabilitY 2)
 , that the larger coefficients were more stable over time than the small ones. Measured

in absolute size, i.e. in 1955-kroner, the larger inputs showed more evidence of trends in the

relationships with output, and somewhat fewer instances of independence or negative correlation with

output, than the small and medium-sized inputs. The general conclusion is that there are not marked

differences in the input -output relationships between inputs of different sizes.

A closer study of the input items which were classified as linearly and non-proportionately

related to output, showed that the constant terms were not large for the majority of items. Negative

regression coefficients between input and output were found more often for small than for large

input items, and when trends were ignored, half of the negative regression coefficients were changed

to positive, and the changes were particularly frequent for the larger input items.

When inputs were classified by type into a) direct and b) auxiliary materials, c) services

and d) packing materials, a clear difference was found between service inputs and the three types of

materials input in respect of results. The results indicated a tendency to stronger positive

correlation between inputs and outputs for the materials inputs than for service inputs, which is in

agreement with commonly held beliefs, but the differences are hardly sufficiently important to

warrant a differential treatment of services and materials in input-output analysis.

The difference between services and materials is to some extent found again when we group

inputs by type of delivering sector into deliveries from extractive and service sectors as compared

to deliveries from commodity processing sectors, where there is a tendency to differences in the

same direction.

Inputs coming from sectors which deliver their products to many different sectors seemed to

be somewhat less closely tied to the production levels in receiving sectors than inputs coming from

sectors with fewer "customers". It is assumed that sectors with deliveries to many users typically

produce ancillary inputs, whereas sectors with few recepients for their products deliver principal

materials.

When the test results are grouped according to whether the receiving sectors are commodity

processing or extractive and service producing, the commodity processing sectors showed the highest

share of proportional outputs, both in total and in the class proportional, without trend. These

sectors also had the lowest percentages of inputs classified as independent of, or negatively related

to outputs. But again the difference was not so big as one might have expected on the basis of

customary arguments for a more ready acceptance of the Leontief model for processing sectors.

Very small sectors, which are in many respects "problematic" shoved a tendency to give more

uncertain results, and smaller fractions of proportional inputs than the rest.

Dispersion in output in the receiving sector, which should be expected to improve the

presicion in our tests appeared to reduce the frequency of trends in the proportionality coefficient

and increase the frequency of non-proportional, linear dependencies.

I) Sevaldson, op.cit. 1972.
2) Sevaldson, op,cit. 1970.



56

An analysis of , the results classified according to number of input items in receiving sectors

provides a mild support for a hypothesis that "assembly type" sectors, with many inputs are in better

conformity with the hypothesis of input-output analysis than "processing" sectors and service sectors

with few input items.

To sum up, our analysis appears to indicate that:

- the assumption about a pw-,itive relationship between inpots and output in production sectors

is correct for 19 out of 20 cases

- the observed instab;!ity in i.nput-oGtrut ratios is not rmic. hpipe,	 le introduction cf

linear, non-proportIonal telat =,onships.

- a considerable part ot the variation over time in input-itput ratio.	 ntured by the

introduction of trends in input-output relationships

- there are small d ':ferenct ,s between the groups into which input ireqls have been classified

in this study in rf , s1-:.c:t to results of the testing procedure applied. To the extent that

there are differences they coinside with apriori expectations, but they are hardly big

enough to warrant differential approaches to the problem of relationships between inputs and

outputs.

As explanations for the variability in input-output ratios we are then teEt with possibilities

such as:

- the relationships are of a more complicacalmathematical form than linearity.

- there are other variables than output which systematically influence the volumes of inputs.

- the statistical precision in our data is insufficient, due to reporting or measurement

problems.

- there are arbitrary variations in the input-output ratios in the production processes.
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PART D. DETAILED TABLES

Table Dl. Equivalence in the forms of the regressions of inputs on outputs for basic categories of
inputs. Classification by average size in kroner of the input items

Basic category 
Form of regression

Average size of input item in million 1955-kroner 
0 - 10.1- 50.1- 100.1- 250.1 	 0 - 	 0 - 	 0 - 	 100.1 250.1 Total
10.0 50.0 100.0 250.0 	 + 	

Total 10.0 50.0 100.0 	 +  
Number of input items 	 Percentage distribution    

Norwegian competitive 
Proportional or independent,
no trend  	 43

Other proportional, no trend 	 19
Other forms  	 23

Norwegian, non-competitive 
Proportional or independent,

no trend  	 19
Other proportional, no trend 	 37
Other forms  	 52

Imports 
Proportional or independent,

no trend  	 45
Other proportional, no trend 	 15
Other forms  	 23

All specified inputs 
Proportional or independent,

no trend  	 107
Other proportional, no trend 	 71
Other forms  	 98

Competitive inputs combined 
Proportional or independent,
no trend  	 40

Other proportional, no trend 	 29
Other forms  	 24

Fuels combined 
Proportional or independent,

no trend  
	

10
Other proportional, no trend
	

14
Other forms  
	

15

Substitution groups 
Proportional or independent,

no trend  	 -
Other proportional, no trend 	 -
Other forms  	 3

Import sums 
Proportional or independent,
no trend  	 5

Other proportional, no trend 	 5
Other forms  	 6

Gross value added 
Proportional or independent,

no trend  	 -
Other independent, no trend 	 2
Other forms  	 1

11 4 - - 58 74.2 93.2 100.0 -
17 3 5 5 49 38.8 73.5 79.6 20.4
15 6 5 5 54 42.6 70.4 81.5 18.5

6 1 - _ 26 73.1 96.2 100.0 -

20 1 1 2 61 60.7 93.5 95.1 4.9
10 1 3 - 66 78.8 94.0 95.5 4.5

14 2 1 1 63 71.5 93.7 96.8 3.2
25 6 3 - 49 30.6 81.7 93.9 6.1
17 5 4 2 51 45.1 78.5 88.2 11.8

31 7 1 1 147 72.8 93.8 98.6 1.4
62 10 9 7 159 44.7 83.6 89.9 10.1
42 12 12 7 171 57.3 81.8 88.9 11.1

12 6 2 1 61 65.6 85.3 95.1 4.9
33 7 9 8 86 33.7 72.1 80.3 19.7
30 11 8 5 78 30.8 69.3 83.3 16.7

2 - - - 12 83.3 100.0 100.0
7 _ _ - 21 66.7 100.0 100.0
5 _ _ _ 20 75.0 100.0 100.0

2 - - - 2 - 100.0 100.0 -
4 7 4 13 28 - 	 14.3 39.3 60.7
8 2 5 5 23 13.0 47.8 56.5 43.5

10 2 1 - 18 27.8 83.3 94.5 5.5
9 5 6 2 27 18.5 51.9 70.4 29.6
6 3 5 3 23 26.1 52.2 65.3 34.0

2 1 2 1 6 - 	 33.3 50.0 50.0
4 7 19 10 42 4.8 14.3 31.0 69.0
7 5 10 8 31 3.2 25.8 42.0 58.0

- 100.0
10.2 100.0
9.2 100.0

- 100.0
3.3 100,0
- 100.0

1.6 100.0
- 100.0
3.9 100.0

0.7 100.0
4.1 100.0
4,1 100.0

1.6 100.0
9.3 100.0
6.4 100.0

- 100.0
- 100.0
- 100.0

- 100.0
46.4 100.0
21.7 100.0

- 100.0
7.4 100.0
13.0 100.0

33.3 100.0
23.8 100.0
25.8 100.0
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Table D2. Equivalence in the forms of the regressions of inputs on outputs for basic categories of
inputs. Classification by relative dispersion of production in receiving sectors

Standard deviation divided by average production in receiving sectors

0 - 0.10- 0.15- 0.20- 0.25 	 0 - 	 0 - 	 0
Total 	-
	 0 - 	 0.25

0.09 0.14 0.19 0.24 	 + 	 0.09 0.14 0.19 0.24 	 + 
	Total

Percentage distribution Number input items 

..1 .211223..i2.122_221112LitiY
Proportio-na1-6i-Tfiaë-iindent,  

no 	 trend 	 OOOOO 00011, 00.0.2.00 10 5 13 5 58 17.2 60.3 68.9 91.3 8.7 100.0
Other proportional, no trend 7 12 4 16 10 49 14.3 38,8 47,0 79.6 20.4 100.0
Other 	 forms 	 ...... .......... 8 20 5 9 12 54 14.8 51.8 61.0 77.7 22.3 100.0

Norwegian,_1194192TE2titive_
Proportional or independent,

no 	 trend 	 . ........ ......- 4 17 2 3 26 15,4 80.8 88.5 100.0 - 	 1C0.0
Other proportional, no trel , 6 26 14 IO 5 61 9,8 52.4 75.3 91.7 8.3 100.0
Other 	 forms 	 ..•••..••.•.•,. 15 29 8 7 7 66 22.7 66.7 78.8 89.4 10.6 100.0

Imports
Proportional or independent,

no 	 trend 	 ....... ...... 9 22 8 17 7 63 14.3 49.2 61.9 88.9 11.1 100.0
Other proportional, no trend 4 15 4 17 9 49 8.2 38.8 47.0 81.7 18.3 100.0
Other 	 forms 	 ....... ...... 9 18 4 11 9 51 17,6 53.0 60,8 82.4 17.6 100.0

All specified inputs
Proportional or independent,
no trend 	 23 64 15 33 12 147 15.7 59.2 69.4 91.8 8.2 100.0

Other proportional, no trend 17 53 22 43 24 159 10.7 44.1 57.9 84.9 15.1 100.0
Other forms 	 32 67 17 27 28 171 18.7 57.9 67.8 83.6 16.4 100.0

Competitive inputs combined
Proportional or independent,

no trend 15 21 8 11 6 61 24.6 59.1 72.2 90.2 9.8 100.0
Other proportional, no trend 8 20 11 28 19 86 9.3 32.6 45.4 78.0 22.0 100.0
Other forms 	 .. 10 31 4 18 15 78 12.8 52.6 57.7 80.8 19.2 100.0

Fuels combined
Proportional or independent,
no trend 	 2 7 - 2 1 12 16.7 75.0 75.0 91.7 8.3 100.0

Other proportional, no trend 3 3 5 5 5 21 14.3 28.6 52.4 76.2 23.8 100.0
Other forms    5 9 1 4 1 20 25.0 70.0 75.0 95.0 5.0 100.0

Substitution	 rou
Proportlonal or independent,
no trend 	 1 1 - - 2 50.0 100.0 100.0 100.0 -	 100.0

Other proportional, no trend 4 12 3 7 2 28 14.3 57.1 67.8 92.8 7.2 100.0
Other forms 	 2 12 1 6 2 23 8.7 60.9 65.2 91.3 8.7 100.0

Import sums
Proportional or independent,
no trend 	 4 10 2 1 1 18 22.2 77.7 88.8 94.4 5.6 100.0

Other proportional, no trend 7 7 4 7 2 27 25.9 51.8 66.6 92.5 7.5 100.0
Other forms 	 2 11 1 4 5 23 8.7 56.5 60.8 78.2 21.8 100.0

Gross value added
Proportional or independent,
no trend 	 3 3 - 6 50.0 100.0 100.0 100.0 - 	 100.0

Other proportional, no trend 7 12 11 8 4 42 16.6 45.2 71.4 90.4 9.6 100.0
Other 	 forms 	 . . ........ 4 17 1 5 4 31 12.9 67.8 71.0 87.1 12.9 100.0

13...a.sicsatekori
Form of regression
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Table 03. Equivalence in the forms of the regressions of inputs on outputs for basic categories of
inputs. Classification by relative dispersion of production in receiving sectors and
coefficient size

Standard deviation in per cent of average production for receiving sectors 

Basic category 
Form of regression

0 - 14 15 and over

Total

0 - 14 15 and over

Totalo-
0.05

Over
0.05

O-
0.05

Coefficient

Over
0.05

size

O-
0.05

Over
0.05

O-
0.05

Over
0.05

Number of input items Percentage distribution

69 18 49 11 147 47.0 12.2 33.3 7.5 100.0
43 27 57 32 159 27.0 17.0 35.9 20.1 100.0
71 28 49 23 171 41.5 16.4 28.6 13.5 100.0

28 8 20 5 61 45.9 13.1 32.8 8.2 100.0
10 18 36 22 86 11.6 20.9 41.9 25.6 100.0
20 21 20 17 78 25.6 26.9 25.7 21.8 100.0

10 1 3 - 14 71.5 7.1 21.4 -	 100.0
7 15 11 16 49 14.3 30.6 22.4 32.7 100.0

15 13 8 7 43 34.9 30.2 18.6 16.3 100.0

7 7 3 1 18 38.9 38.9 16.7 5.5 100.0
4 10 1 12 27 14.8 37.0 3.7 44.5 100.0
5 8 1 9 23 21.8 34.8 4.2 39.2 100.0

All specified inputs 
Proportional or independent,

no trend  •
Other proportional, no trend

	Other forms 	

Competitive inputs combined 
Proportional or independent,
no trend  

Other proportional, no trend
Other forms  

Substitution groups and 
fuels 
Proportional or independent,

	no trend 	
Other proportional, no trend

	Other forms 	

Import sums 
Proportional or independent,

no trend  
Other proportional, no trend
Other forms  

Gross value added 
Proportional or independent,

	no trend 	 ,	 -
	Other proportional, no trend	 -
	Other forms 	  ... 	 -

6 - 	 - 6 -	 100.0 -	 -	 100.0
19 -	 23 42 -	 45,2 -	 54.8	 100.0
21 -	 10 31 -	 67.7 -	 32.3	 100.0
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Table D4. Forms of the regression of inputs on outputs for basic categories of inputs classified
according to trend characteristics of output in receiving sectors. Numbers of input items

Form of re ression

prtion 	 Lineaniasitive Linear, negative

Nu h) 	No	 Per nce
Trerd Total Trend Total 	 Trend Total 	 Trend Total Number

trend 	 trend 	 trend 	 trend 	 tage

Basic catesory 
Trend character
of receiving
sector

Independent Total

L i , 1 i

2 2 4

.... 1 1

...

3 5 8 1 2 3

1 i
__

1 2 3

1 2 3 2 2
- - - -
6 9 15 1 2 3

- 2 2 - - -
..... 1 1 - 2 2
1 3 4 - - -

2 - 2 1 - 1
_ - - - 1 1
1 2 3 - - -

- - 1 1
- - - - -
- 1 1 -

- - - -
- 1 1 -
1 - 1 - 1 1

Norwegian,
competitive
No trend 	 ..... 21
Moderate trend 15 1
Clear trend 	 .. 71 34

Norwegian, non
competitive
No 	 trend 	 ..... 11
Moderate trend 7 1
Clear trend 	 .. 69 39

Imports
No 	 trend 	 ,.... 22 6
Moderate trend 10 6
Clear trend 	 .. 80 29

All specified
inputs
No 	 trend 	 ..... 54 23
Moderate trend 32 8
Clear trend 	 .. 220 102

Competitive
inputs combined
No trend 	 27 13
Moderate trend 13 7
Clear trend 	 107 47

Substitution

1E 	 -
105 	 3 	J	 4

'f' 	 1 	I	 2
c 	 - 	 _.

108 	 2 	 1 	 3

28 	 -
16 	 2 	 1 	 3

109 	 1 	 2 	 3

77 	 1 	 1 	 2
40 	 2 	 1 	 3

322 	 6 	 4 	 LO

40 	 •
20 	 _

154 	i 	I	 2

groups and 
fuels 
No- trend 00000 	 14 	 5 	 19 	 -
Moderate trend 	 3 	 6 	 9 	 1 	 - 	 1
Clear trend .. 	 46 	 21 	 67 	 1 	 2 	 3

Import sums 
No trend ..... 	 10 	 - 	 10 	 1 	 - 	 1
Moderate trend 	 4 	 1 	 5 	 - 	 - 	 -
Clear trend .. 	 31 	 15 	 46 	 1 	 3 	 4

Gross value
added -
No trend .....
Moderate trend
Clear trend ..

8 2
3 1

37 17

10 	 2 	 1
4 	 , - 	 - 	 -

54 	 3 	 2 	 5

32 	 19.9
16 	 99

113 	 70.2

2'31 .50
	8 	 5.2
	122 	 79.8

29 	 17,8
19 	 11.7

115 	 70.5

84 	 17.6
43 	 9.0

350 	 73.4

42 	 18.7
23 	 10.2

160 	 71.1

22 	 20.8
11 	 10.4
73 	 68.8

12 	 17.6
5 	 7.4

51 	 75.0

13 	 16.5
5 	 6.3

61 	 77.2
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Table D5. Forms of the regressions of inputs on outputs for basic categories of inputs classified
according to trend characteristics of output in receiving sectors. Percentage distribution

Basic category
Trend character of 	 Proportional 	 Linear, positive  Linear, negative 	 Independent 
receiving sector 	 Total

No 	 No 	 No 	 No
Trend Total 	 Trend Total 	 Trend Total 	 Trend Total

trend 	 trend 	 trend 	 trend

Form of re ression

25.0 	 90.6 3.2 	 3.1 6.3 - 3.1

6.3 	 100.0 - _ _

30.1 	 92.9 2.6 0.9 3.5 1.8 	 1.8 3.6 - -

39.1 	 86.9 4.4 4.3 8.7 - 	 - - - 4.4

12.5 	 100.0 - - - - 	 - - - -

32.0 	 88.5 1.6 0.8 2.4 2.5 	 4.1 6.6 0.8 1.7

20.7 	 96.6 - - - - 	 3.4 3.4 - -

31.6 	 84.2 10.5 5.3 15.8 _

25.2 	 94.8 0.9 1.7 2.6 0.9 	 1.7 2.6 - _

27.4 	 91.7 1.2 1.2 2.4 1.2 	 2.3 3.5 - 2.4

18.6 	 93.0 4.7 2.3 7.0 -

29.1 	 92.0 1.7 1.1 2.8 1.7 	 2.6 4.3 0.3 0.6

30.9 	 95.2 _ _ _ - 	 4.8 4.8 _ -

30.5 	 87.0 _ _ _ - 	 4.3 4.3 - 8.7

29.4 	 96.2 0.7 0.6 1.3 0.6 	 1.9 2.5 - -

22.7 	 86.4 - - - 9.1 	 - 9.1 4.5 -

54.5 	 81.8 9.1 - 9.1 - 	 - - - 9.1

28.8 	 91.8 1.4 2.7 4.1 1.4 	 2.7 4.1 - -

- 	 83.4 8.3 - 8.3 - 	 - - - 8.3

20.0 100.0 - - - - 	 - - - -

29.4 	 90.2 2.0 5.9 7.9 - 	 1.9 1.9 - -

15.4 	 76.9 15.4 7.7 23.1 - 	 - - - -

20.0 	 80.0 _ _ _ - 	 20.0 20.0 _ -

27.9 	 88.5 4.9 3.3 8.2 1.7 	 - 1.7 - 1.6

Norwegian, competitive 
No trend  	 65.6
Moderate trend  	 93.7
Clear trend  	 62.8

Norwegian, non-
competitive .
No trend  	 47.8
Moderate trend  	 87.5
Clear trend  	 56.5

Imports 
No trend  	 75.9
Moderate trend  	 52.6
Clear trend  	 69.6

All specified inputs 
No trend  	 64.3
Moderate trend  	 74.4
Clear trend  	 62.9

Competitive inputs 
combined 
No trend  	 64.3
Moderate trend  	 56.5
Clear trend  	 66.8

Substitution groups 
and fuels 
No trend  	 63.6
Moderate trend  	 27.3
Clear trend  	 63.0

Import sums 
No trend 	  ss 	 83.4
Moderate trend .. ,.... 	 80.0
Clear trend  	 60.8

Gross value added 
No trend  	 61.5
Moderate trend  	 60.0
Clear trend  	 60.6

3.1 100.0

- 100.0

- 100.0

4.4 100.0

- 100.0

2.5 100.0

- 100,0

100.0

- 100.0

2.4 100.0

100.0

0.9 100.0

- 100.0

8.7 100.0

- 100.0

4.5 100.0

9.1 100.0

- 100.0

8.3 100.0

- 100.0

- 100.0

- 100.0

- 100.0

1.6 100.0



Clear	 TotalNone

input 1

Mode-
rate

Number '7f

Trend in in-output coefficient

Mode-
Clear	 Total None

rate
, tage distribution

Basic category_
Form of regression

54 -z,,.1

2 62.

220 55,

113 4 5 5

i'10,0

2 50.0

J 3 16.7

14,.....	 20.4	 100.0
15,6	 21.9	 100.0
22.3	 21.8	 100.0

6.0	 "9.5	 100.0

100.0
50.0	 100,0
16,7	 66,6	 100.0

	

3
	

100.0
	

100.0

	

1	 100.0
	

100.0

	

13	 53.8	 30.8
	

15 .4
	

100.0

	] 	S
	 100.0	 100.0

	

2	 50.0
	

50.0	 100.0

	

2	 50.0	 50.0	 100.0

	

477	 41.7	 16.1	 42.2	 100.0

62

Table D6. Comparison between form of regression of input on output and trend character of input-output
coefficient

All specified inputs

Proportional, no trend
No trend in output
Moderate trend in output	 .,	 •
Clear	 trend	 in output	 ....,. $4000

Proportional,	 trend	 VO4209tiO00 IOW

Linear, no trend
No trend in output	 .

35
2'

123

6

2

8

4-9

8

11
i

48

119

Moderate trend in output
Clear trend in output 	 ,", 	 -„..

Linear trend
No trend in output 	 OT,4$

Moderate trend in output 	 • 	 04000 1

Clear trend in output 	 ...... 7 4 2

Incepf-pdent, no trend
Clear trend 	 in output 	 0040000ee

Independent, trend
No trend in output J 1

Clear trend in output 	 .. 	 000*** 1

Total 	 OOOOO 410 0*•••••••0 4,0••4 	 . 0 9 	 e 	SS• 19g 77 201

Competitive inputs_ combined

Proportional, no trend
No	 trend	 in	 output	 ...... 40*, 441,0 16 t', L.)
Moderate trend in output 	 . , 	 ee*** 9 3

Clear trend in output 	 ... . 60 S22 25

Proportional, trend 3 64

Linear, no trend
Clear 	 trend 	 in output 	 .. ......... 2

Linear, trend
No trend 	 in output 	 ..... . . ... .... - 1 1

Moderate trend in output 	 . ...,.,. 1 _ -
Clear trend 	 in output 	 ..., 044 	 14 1 1 2

Independent, trend
Moderate trend in output 2

Total 	 87 34 104

Substitution groups and fuels

Proportional, no trend
No 	 trend 	 in output 	 ...... 004,0 0•0

,
	 7 1 6

Moderate trend in output 3 - -
Clear trend 	 in output 	........ 29 10 7

Proportional, 	 trend 	 ...... •-•....•. 3 1 28

Linear, no trend
No trend in output 	 1 1 ...
Moderate trend in output 	 ......,. 1 .., _

Clear trend in output 	 •Se OW 0049 1 1

Linear, trend
Clear trend in output 	 .. .. 	 2 2

Independent, no trend
No trend in output .

Independent, trend
Moderate trend in output  ..e*$ 1

Total 	 ..... 	 48 13 45

21	 59.3	 22.2	 18.5	 100.0
13	 69.2	 7.7	 23.1	 100.0

107	 56.1	 20.5	 23.4	 100.0

67	 4.5	 95.5	 100.0

2	 -	 100.0	 100.0

2	 -	 50.0	 50.0	 100.0
1	 100.0	 -	 -	 100.0
4	 25.0	 25.0	 50.0	 100.0

2	 100.0	 100.0

225	 38.7	 15.1	 46.2	 100.0

14	 50.0	 7.1	 42.9	 100.0
3	 100.0	 _	 _	 100.0

46	 63.1	 21.7	 15.2	 100.0

32	 9.4	 3.1	 87.5	 100.0

2	 50.0	 50.0	 -	 100.0
1	 100.0	 -	 -	 100.0
2	 50.0	 50.0	 100.0

,	 4	 50,0	 50.0	 100.0

1000	 100.0

1	 100.0	 100.0

106	 45.3	 12.3	 42.4	 100.0



100.0
100.0
100.0

3 	 4 	 - 	 25.0 	 75.0 	 100.0

1	 - 100.0 	 100.0

68 	 50.0 	 16.2 	 33.8 	 100.023

	

12.5 	 100.0
- 100.0

	

13.5 	 100.0

	

75.0 	 100.0

1 	 8 	 87.5 	 -
- 3 	 100.0 	 _

5 	 37 	 54.1 	 32.4

15 	 20 	 15.0 	 10.0

2 	 100.0 	 100.0
3 	 4 	 25.0 	 75.0 	 100.0

1	 1 	 100.0 	 100.0
1 	 100.0 	 - 	 100.0

1 	 2 	 50.0 	 50.0 	 100.0

1 	 100.0 	 100.0

79 	 45.6 	 20.2 	 34.2 	 100.0

1

27
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Table D6 (cont.). Comparison between form of regression of input on output and trend character of
input-output coefficient

Import sums

Proportional, no trend
No trend in output 	 6 2
Moderate trend in output 	 4
Clear trend in output 	 20 4

Proportional, trend 	 3 3

Linear, no trend
No trend in output 	 ..... 	 1 -
Clear trend in output 	 - -

Linear, trend
Clear trend in output 	 - 1

Independent, trend
No trend in output 	 1

Total 	 34 11

Gross value, added

Proportional, no trend
No trend in output 	 7 -
Moderate trend in output .. 3 -
Clear trend in output 	 20 12

Proportional, trend 	 3 2

Linear, no trend
No trend in output 	 2
Clear trend in output 	 1

Linear, trend
No trend in output 	
Moderate trend in output 	 1
Clear trend in output 	 1

Independent, trend
Clear trend in output 	 -

Total 	 36 16

Small unspecified

Proportional, no trend
No trend in output 	 2 3
Moderate trend in output 	 1 1
Clear trend in output 	 26 10

Proportional, trend 	 2 3

Linear, no trend
Clear trend in output 	 1

Linear, trend
Clear trend in output 	

Independent, no trend
Clear trend in output 	 1 -

Independent, trend
Moderate trend in output 	 - -

Total 	 34 17

2 7
1 3
5 41

12 17

2 3

1

1 2

1 1

24 75

	28.6	 42.8 	 28.6 	 100.0

	

33.3 	 33.3 	 33.4 	 100.0

	

63.4 	 24.4 	 12.2 	 100.0

	

11.8 	 17.7 	 70.5 	 100.0

33.3 	

- 	

66.7 	 100.0

100.0 	

- 	

100.0

	

50.0 	 _ 	 50.0 	 100.0

	

- 	 - 	 100.0 	 100.0

45.3 	 22.7 	 32.0 	 100.0

Trend in in sut -out ut coefficien

ClearNone Total 	 None
Mode-

Clear 	 Total
rate

Percentage distribution

Basic category 
Form of regression Mode-

rate
Number of input items

10 60.0
4 100.0

31 64.5

16 18.8

1 100.0
1

2

7

10

-
1

	

20.0 	 20.0 	 100.0

	

- 	 100.0

	

12.9 	 22.6 	 100.0

18.8 	 62.4 	 100.0



35
109

i27

25

296

16
51

67

9

143

All specified inputs

Proportional, no trend
No trend in output	 • • -
Trend in output ....

Proportional, trend	 .........

All other forms -----

Total

Competitive inputs  comb'

Proportional, no trend
No trend in output ... 000000004
Trend in output 00000VV00000000

Proportional, trend .. 0.0000000.0

All other forms 000106000000000,00

Total ..	 . • . P P

13	 3

Import sums

Proportional, no trend
No trend in output

	
6

Trend in output ..	 11

Proportional, trend	 ............

7

37 5

All other forms O . OOOO 000000000000

Total .. • • • • .•

Gross value added

Proportional, no trend

SubstitutiaLEETIEsand fuels

Proportional, no trend
No trend in output... • •0 	 000000 	 7
Trend in output .... 	 17

	Proportional, trend .. .. 0.,.....-.., 	 29

All other forms	 00000000ii 	 6

	Total .. 00000.04 	 )9

0
'(43

Li

6

1 12

152 29

6 5
69 ._

2

7 5 7

1 6
-

3

2 3

35 12

2 2
24 ._

No trend in output	 OOOO . O . 7 ._,
Trend in output 17 23

Proportional,	 trend	 .. 	 v..
* 	

.0 	 00 17

Allother	 forms 	................ . . 11

Total 52 23

Small unspecified

Proportional, no trend
No trend in output	 ...	 . 	 a.... 2 3
Trend in output 17 27

Proportional,	 trend	 .. 00000 00 15

Allother	 forms 	.................. 4

Total	 .. 000000, 00 38 30

1
-

3

4

2

2

3
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Table D7. Comparison between form of regression of input on output ard trend cbdrletel of input-output
coefficient. Consistent and inconsistent results

-------------	 --------	 .

_____ÇlsE22/Itililay_2f_test results

_ 	 .

.Number o items f,--lycntage distribution

Basic category 
Form of regression

. , 	 . 	 .

Modera- Incon-	 Modera- Incon-
Consis-	 . Consis-

tely in- sis-	 Total	 tely in- sis-	 Total
tent	 tent

consistent tent	 consistent tent
.

54 6,,L i	 ; ,3 20.4 	10U,0
252 -7)f.7 	 8 -	 100• 0

1.33 95,'; 4.5	 100.0

38 65.8 2.6 31.6	 100.0

477 62.1 31.8 6.1	 100.0

2/ 59.3 22.2 ,'..1.5 	 100,0
120 42.5 57.5 -	 100.0

67 100.0 .	 100.0

11 81,8 18.2	 100,0

225 63.6 333 3.1	 100.0

14 50.0 7.1 42.9	 100.0
49 34.7 65.- -	 100.0

32 90,6 9.4	 100.0

11 54.5 18.2 27.3	 100.0

106 557 33.0 11.3	 100.0

10 60.0 20.0 20.0	 100.0
35 31.4 68.6 -	 100.0

16 81.3 18.7	 100.0

7 100.0 100.0

68 54.4 38.3 7.3	 100.0

8 87,5 - 12.5	 100.0
40 42.5 57,5 -	 100.0

20 85.0 15.0	 100.0

11 100.0 100.0

79 65.8 29.1 5.1	 100.0

7 28.6 42.8 28.6	 100.0
44 38.6 61.4 100.0

88,2 11.8 	100.0

i 57.2 42.8	 100.0

5G.7 40.0 9.3	 100.0
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Table D8. Comparison between form of regression of input on output and trend character of input-output
coefficient. Further breakdowns of proportional items

Basic category
Form of regression

Trend in input-outyut coefficient 
Mode- 	 Mode-

None 	 Clear Total None 	 Clear Total
rate 	 rate

Number of input items 	 Percentage distribution
All specified inputs 

Proportional or independent, no trend
No trend in output ....  	 26 	 4 	 3 	 33 	 78.8 	 12.1 	 9.1 100.0
Moderate trend in output  	 17 	 4 	 2 	 23 	 73.9 	 17.4 	 8.7 100.0
Clear trend in output  	 56 	 18 	 17 	 91 	 61.5 	 19.8 	 18.7 100.0

Othet proportional, no trend
No trend in output 	 ,.. 	 9 	 4 	 8 	 21 	 42.9 	 19.0 	 38.1 100.0
Moderate trend in output  	 3 	 1 	 5 	 9 	 33.3 	 11.1 	 55.6 100.0
Clear trend in output  	 67 	 31 	 31 	 129 	 52.0 	 24.0 	 24.0 100.0

Competitive inputs combined 

Proportional or independent, no trend
No trend in output 	  i... 	 9 	 3 	 1 	 13 	 69.2 	 23.1 	 7.7 100.0
Moderate trend in output  	 7 	 1 	 1 	 9 	 77.8 	 11.1 	 11.1 100.0
Clear trend in output 	  ,... 	 23 	 7 	 9 	 39 	 59.0 	 17.9 	 23.1 100.0

Other proportional, no trend
No trend in output  	 7 	 3 	 4 	 14 	 50.0 	 21.4 	 28.6 100.0
Moderate trend in output  	 2 	 - 	 2 	 4 	 50.0 	 - 	 50.0 100.0
Clear trend in output 	 37 	 15 	 16 	 68 	 54.4 	 22.1 	 23.5 100.0_

Table D9. Correspondence between results for specified competitive inputs and corresponding combined
competitive inputs

Classification of combined inputs

Classification of
specified inputs

Linear 	 Confir- Linear 	 Rejec-
ProportionalIndependent .
	 positive  mation negative 	  tien

Total
No 	 No 	 No 	No

Trend 	 Trend Total 	 Trend 	 Trend Total
trend 	 trend 	 trend 	 trend

Norwegian competitive
Proportional, no trend 	 87 18 -
Proportional, trend 	 7 33 1
Linear, positive, no trend 	 1 2 -
Linear, positive, trend 	 1 - -
Confirmation, total 	 96 53 1
Linear, negative, no trend . 	 2 1 _
Linear, negative, trend 	 - 2 -
Independent, no trend 	 - -
Independent, trend 	 - 1 -
Rejection, total 	 2 4 -
Total 	 98 57 1
Items on the main diagonal .. . .

Imports, competitive
Proportional, no trend 	 73 21 -
Proportional, trend 	 10 21 -
Linear, positive, no trend 	 - 1 -
Linear, positive, trend 	 - - 1
Confirmation, total 	 83 43 1
Linear, negative, no trend .. . - 1 -
Linear, negative, trend 	 _ - -
Independent, no trend 	 - - -
Independent, 	 trend 	 ....... , 	 - - -
Rejection, total 	 - 1 -
Total 	 83 44 1
Items on the main diagonal .. . •

- 105 	 - 	 - 	 - 	 2 	 2 	 107
- 41 	 1 	 1 	 - 	 - 	 2 	 43
- 	 3 	 - 	 - 	 - 	 - 	 - 	 3
- 	 1_ 	 - 	 - 	 - 	 - 	 - 	 1
- 	 150 	 1 	 1 	 - 	 2 	 4 	 154
_ 	 3 	 _ 	 - 	 _ 	 - 	 _ 	 3
- 	 2 	 - 	 1 	 - 	 - 	 1 	 3

- 	 1 	 - 	 - 	 - 	 - 	 - 	 1
- 	 6 	 - 	 1 	 - 	 - 	 1 	 7
- 	 156 	 1 	 2 	 - 	 2 	 5 	 161
. 	 121

-

- 94 	 - 	 - 	 - 	 2 	 2 	 96
- 31 	 - 	 1 	 - 	 - 	 1 	 32
- 	 1 	 - 	 2 	 - 	 - 	 2 	 3
1 	 2 	 - 	 - 	 - 	 - 	 - 	 2
1 	 128 	 - 	 3 	 - 	 2 	 5 	 133
- 	 1 	 - 	 - 	 - 	 - 	 - 	 1
_ 	 - 	 1 	 2 	 - 	 - 	 3 	 3
- - 	 - 	 - 	 - 	 - 	 - 	 -
_
- 1 	 1 	 2 	 - 	 - 	 3 	 4
1 	 129 	 1 	 5 	 - 	 2 	 8 	 137

97



1	 30	 58.8

1	 19	 37.2

01,

18

Proportional, no trend ..

•	

20

Proportional, trend ....,

•	

8

Linear, positive, no trend

Linear, positive, trend ..	 1 	 2,o

Confirmation, total ......	 28 	T 	i	 i
	

50 	 98.0

Linear, negative, no trend	 _	 1
	

1 	 2.0

Linear, negative, trend ..

Independent, no trend

Independent, trend ,......	 ...	 ....	 ..,	 ,_

Rejection, total .........	 i	 i	 _	 _	 _	 .	 i	 2.0

Total .••••••••117EI
	 28	 lg	 1	 e;9 	i 	1	 2	 51	 .

Per cent	 5 4-9 17.2	 2,0	 ?,',, 	 9 ..i.1 	 2,0	 i49 	 3.9	 .	 100.0

21

21

1

43

- 21	 46.7

21	 46,7

1	 2.2

- 43	 95.6

2.2
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Table D10, Correspondende between results for specified main inputs and corresponding substitution
groupsi)

_

Classification or ubst1tution groups
Linear	 Confir- Linear	 Rejec-

Proportiorma.
_22.1.3.Lia_ nation flt3ttV 	 tion

No	 No'No. Trend TiAai Total
trend	 traa 

Classification of
specified main
inputs

' dent

1) Two substitution groups in "Proportional, no tveri" are missing from this distribution,

Table Dll.	 Correspondence bten result2.
substitution groups

_oz

• iaear
oositive

1

-

Trend.

Classification of main
competitive inputs
combined

_

Trend

3

14

1

18

No
ren

17

6

23

trend
o

1

Proportional, no trend ..

Proportional, trend

Linear, positive, no trend

Linear, positive, trend ..

Confirmation, total  

Linear, negative, no trend

Linear, negative, trend 	

Independent, no trend 	

Independent, trend

Rejection, total 	

Total • • 	 • • • • • OOOOOOOOO 	 23	 18	 1	 1	 41

Per cent .. ...............	 51.2	 40.0	 2.2	 2.2

1	 1	 1	 2.2

2	 2	 4.4

2	 45

2.2	 4.4	 ,	 100.0

Per
cent

Total

inpot ,,,uoi.ned and corresponding

Of substitution groups
Confir- Linear
mation neptive tion	 PerTotal

No	 cent
trend	 trend

Independent

Total	 rend	 Trend Total
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Table D12. Forms of regressions of inputs on outputs for basic categories of inputs, classified by
average size of the coefficients

Basic category
Form of regression

Average size of coefficients 
o-	0.02- 0.05- 0.10-

ö.0025- 	 : (1)50-; 00: 12 (5)- 0 . 25+ Total
0.02 0.05 0.10 0.25 0.25+ Total 0.02 0

Number of input items 	 Percentage distribution   

Norwegian, competitive 

Proportional  	 51 	 47 	 23 	 16 	 13 	 150 	 92.7 	 88.7 100.0 	 94.1 100,0 	 93.2
Linear, positive 	 1 	 2 	 - 	 1 	 - 	 4 	 1.8 	 3.8 	 - 	 5.9 	 - 	 2.5
Linear, negative  	 3 	 3 	 _ 	 _ 	 _ 	 6 	 5.5 	 5.6 	 - 	 _ 	 - 	 3.7
Independent 	  O 	-	 1 	 - 	 1.9 	 - 	 - 	 - 	 0.6
Total  	 55 	 53 	 23 	 17 	 13 	 161 100.0 100.0 100.0 100.0 100.0 100.0

Norwegian, non-
competitive 

Proportional  	 61 	 45 	 21 	 7 	2	 136 	 95.3 	 81.8 	 91.3 	 77.8 100.0 	 88,9
Linear, positive  	 1 	 4 	 - 	 - 	 - 	 5 	 1.6 	 7.3 	 - 	 - 	 - 	 3.3
Linear, negative  	 1 	 4 	 2 	 1 	 - 	 8 	 1.5 	 7.3 	 8.7 	 11.1 	 - 	 5.2
Independent  	 1 	 2 	 - 	 1 	 - 	 4 	 1.6 	 3.6 	 - 	 11.1 	 - 	 2.6
Total  	 64 	 55 	 23 	 9 	 2 	 153 100.0 100.0 100.0 100.0 100.0 100.0

Imports, competitive 

Proportional  	 5 0 	39	 20 	 12 	 7 	 128 	 92.6 100.0 	 87.0 	 85.7 100.0 	 93.5
Linear, positive  	 2 	 - 	 1 	 2 	 - 	 5 	 3.7 	 - 	 4.3 	 14.3 	 _ 	 3.6
Linear, negative  	 2 	 - 	 2 	 - 	 - 	 4 	 3.7 	 - 	 8.7 	 - 	 - 	 2.9
Independent  	 - 	 _ 	 - 	 - 	 - 	 - 	 - 	 - 	 - 	 _. 	 _ 	 _
Total  	 54 	 39 	 23 	 14 	 7 	 137 100.0 100.0 100.0 100.0 100.0 100.0

Imports, non-
competitive 

Proportional  	 9 	 9 	 1 	 4 	2	 25 100.0 100.0 100.0 100.0 	 66.7 	 96.2
Linear, positive  	 - 	 - 	i	 1 	 - 	 _ 	 - 	 - 	 33.3 	 3.8
Linear, negative  	 -
Independent  	 - 	 -
Total  	 9 	 9 	 1 	4	 3 	 26 100.0 100,0 100.0 100.0 100.0 100.0

All specified inputs

Proportional, no trend 	 126 	 92 	 48	 24	 16	 306	 69,2	 59.0	 68.5	 54.6	 64.0	 64.2
Proportional, trend 	 45 	 48 	 17 	 15 	 8 	 133 	 24.8 	 30.8 	 24.3 	 34.1 	 32.0 	 27.9
Proportional, total 	 171 	 140 	 65 	 39 	 24 	 439 	 94.0 	 89.8 	 92,8 	 88.7 	 96.0 	 92.1

Linear, positive, no
trend  	 3 	 3 	 1 	2 	-	 9 	 1.7 	 1.9 	 1.4 	 4.5 	 - 	 1.9

Linear, positive, trend 	 1 	 3	 _	 1	1	 6	 0.5	 1.9	 -	 2.3	 4.0	 1.2
Linear, positive, total 	 4 	 6 	 1 	3	 1 	 15 	 2.2	 3.8	 1.4	 6.8	 4.0	 3.1

Linear, negative, no
trend  	 3 	 2 	 2 	 - 	 - 	 7 	 1.6 	 1.3 	 2.9 	 - 	 - 	 1.5

Linear, negative, trend 	 3 	 5 	 2 	 1 	 11 	 1.7 	 3,2 	 2.9 	 2.2 	 2.3
Linear, negative, total 	 6 	 7 	 4 	1 , 	 18 	 3.3 	 4.5 	 5.8 	 2.2 	 - 	 3,8

Independent, no trend 	 1 	 - 	 - 	 _ 	 1 	 0.5 	 - 	 _ 	 _ 	 0 .2
Independent, trend 	 _ 	 3 	 _ 	 1 	 - 	 4 	 1.9 	 - 	 2.3 	 - 	 0.8
Independent, total 	 1 	 3 	 _ 	 1 	 - 	 5 	 0.5 	 1.9 	 _ 	 2.3 	 - 	 1.0

Total  	 182 	 156 	 70 	 44 	 25 	 477 100.0 100.0 100.0 100.0 100.0 100.0

Competitive inputs 
combined 

Proportional, no trend 	 45	 49	 23	 17	 13	 147	 78.9	 63.7	 63.9	 53,2	 56.5	 65,3
Proportional, trend 	 9 	 24	 12	 12	 10	 67	 15.8	 31.1	 33.3	 37.5	 43.5	 29.8
Proportional, total 	 54 	 73 	 35 	 29 	 23 	 214 	 94.7 	 94.8 	 97.2 	 90.7 100.0 	 95.1

Linear, positive, no
trend  	 - 	 - 	 - 	 1 	 - 	 1 	 - 	 - 	 - 	 3.1 	 _ 	 0.5

Linear, positive, trend 	 1 	 - 	 _ 	 _ 	 _ 	 1 	 1.8 	 - 	 _ 	 _ 	 - 	 0.4
Linear, positive, total 	 1	 -	 -	 1	 ,	 2	 1.8	 -	 _	 3.1	 _	 0.9

Linear, negative, no
trend  	 - 	 1 	 - 	 - 	 - 	 1 	 - 	 1.3 	 - 	 - 	 - 	 0.4

Linear, negative, trend 	 1 	 3	 1	 6	 1.7	 3.9	 2.8	 3.1	 -	 2.7
Linear, negative, total 	 1 	 4 	 1 	1 	-	 7 	 1.7 	 5.2 	 2.8 	 3.1 	 - 	 3.1

Independent, no trend . 	 - 	 _ 	 - 	 _ 	 - 	 - 	 - 	 _ 	 - 	 _

Independent, trend 	 1 	 - 	 1 	 - 	 2 	 1.8 	 - 	 - 	 3.1 	 - 	 0.9
Independent, total ... 	 1 	 - 	 - 	 1 	 - 	 2 	 1.8	 -	 -	 3.1	 -	 0.9

Total  	 57	 77	 36	 32	 23	225 100.0 100.0 100.0 100.0 100.0 100.0



0.05- 0.10- 	 0.25-0.05- 0.10- 	 0.25-
0.50+ Total 0.50+ 	 Total

0.10 	 0.25 	 0.500.10 	 0.25 	 0.50
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Table D12 (cont.). Forms of regressions of inputs on outputs for basic categories of inputs, classified
by average size of the coefficients

Basic category 
Form of regression

Avera e size of coefficients
0 - 	 0.02- 0.05- 0.10- 

0.25+ Total 
0 - 	 0.02- 0.05- 0.10-

0.02 0.05 0.10 0.25 	 0.02 0.05 	 0.10 	 0.25 	
0.25+ Total 

Number of in ut items 	 Percenta e distribution

81.6

5.3

10,5

2.6

100.0

100.0

-

-

100.0

Fuels combined

Proportional  	 31

Linear, positive .  	 2

Linear, negative . .  	 4

Independent  	 1
Total  	 38

Substitution groups 

Proportional 	 3
Linear, positive . 	 -

Linear, negative . OS 0 	 .."'

Independent  	 _

Total  	 3

Import sums 

Proportional  
	

7

Linear, positive .

Linear, negative .

Independent 	
Total  
	

8

9 3 2 1 46

- - - - 2

- - - - 4

- - - - 1

9 3 2 1 53

3 4 11 28 49

- - - 2 2

1 1

- _ 1 - 1

4 4 12 30 53

11 5 23 15 61

1 1 2 5

1 1

1 1

13 26 15 68

100.0 100.0 100.0

- - -

- - -

- - -

100.0 100.0 100.0

75.0 100.0 91.7

- - -

25.0 - -

- - 8.3

100.0 100.0 100.0

84.6 83.3 88.5

7.7 16.7 7.7

7.7

- 3.8

100.0 100.0 100.0

87.5

12.5

100.0

	100.0 	 86.8

	

- 	 3.8

	

- 	 7.5

	

- 	 1.9
100.0 100.0

	

93.3 	 92.4

	

6.7 	 3.8

	

- 	 1.9

	

- 	 1.9
100.0 100.0

	

100.0 	 89.7

	

- 	 7.3
1.5

	

- 	 1.5
100.0 100.0

Avera e size of coefficients

Gross value added

Proportional 	 1 5 25 37 68 50.0 83.3 92.6 84.1 86.1
Linear, positive 1 _ 1 6 8 50.0 - 3.7 13.6 10.1

Linear, negative . *** 1 1 2 - 16.7 3.7 - 2.5

Independent 	 - - 1 1 - - - 2.3 1.3
Total 	 2 6 27 44 79 100.0 100.0 100.0 100.0 100.0
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Table D13. Formsof regressions of inputs on outputs for basic categories of inputs, classified by
average size in kroner of the input items

Basic category 
Form of regression

Average i ide of input item' in rinj,llioris 1955-kroner 
0 - 10.1- 50.1- 100.1-250.1	 0 ,.	 10.1- 50.1- 100.I- 2-50.i

Total10.0 50.0 100.0 250.0	 ii- 	 10.0	 50.0	 100.0 250.0	 i- 
Total

Number of input items	 Percentage distribution 7 

Norwegian, competitive 

Proportional  	 79 	 40 	 12 	9	 10 	 150	 92,9	 93.0	 92.3	 90.0	 100.0	 93.2
Linear, positive  	 1 	 2	 -	 4	 1.2	 4,7	 -	 10.0	 2.5
Linear, negative  	 4	 1	 1	 _	 -	 6	 4.7	 2.3	 7.7	 ,- 	 - 	 3.7
Independent  	 1 	 - 	 - 	 - 	 - 	 1 	 1,2 	 - 	 - 	 - 	 - 	 0.6
Total 	  ..	 85	 43	 13	 10	 10	 161	 100.0 100.0	 100.0	 100.0 	100.0 	100.0

98 30
3 1
5 3
2 2

108 36

63 48
3 1
2 1
- -

68 50

Norwegian, non-
competitive 

Proportional 	
Linear, positive
Linear, negative
Independent 	
Total 	

Imports, competitive 

Proportional 	
Linear, positive 	
Linear, negative
Independent .. .. . 	
Total 	  ,

3 	3	 2 	 136 	 90.7 	 83,3 100.0 	 75.0 100.0 	 88.9
1 -	 5	 2.8	 2.8	 _	 5.0	 -	 3.3

- 	 7 	 8	 4.6	 8.3	 -	 5,2
_	 -	 -	 4	 1.9	 5.6	 -	 _	 _	 2.6
3	 4 	 2	 153 100.0 100.0 100.0 100.0 100.0 100.0

8 	7	 2 	 128 	 92.7 	 96.0 	 80.0 100.0 190.0	 93.5
1	 -	 5	 4.4	 2.0	 10.0	 -	 _	 3.6
1 	 - 	 - 	 4 	 2.9 	 2,0 	 10.0 	 _ 	 - 	 2.9
- 	 - 	 - 	 - 	 _ 	 _

10	 7 	2	 137 100.0 100.0 100.0 100.0 100.0 100. 0

Imports, non-
competitive 

Proportional ... . . 	 15	 6 	3 	-	 25 100.0 100.0 100.0	 - 100.0	 96.2
Linear, positive • • • • • 	 - 	 - 	 _ 	 1 	 - 	 - 	 - 100.0 	 _ 	 3.8
Linear, negative  	 - 	 - 	 _ 	 _ 	 _ 	 - 	 _

Independent  	 - 	 _ 	 _ 	 - 	 _ 	 - 	 - 	 _ 	 - 	 _
Total  	 15 	6	 3	 1	 1	 2 6 100.0 100.0 100,0 100.0 100.0 100.0

All specified inputs 

Proportional, no trend	 178	 93	 17	 10	 8	 306	 64.5	 68.8	 58.6	 45,5	 53.4	 64.2
Proportional, trend ..	 77	 31	 9	 9	 7	 133	 27.9	 23.0	 31.1	 40.9	 46.6	 27.9
Proportional, total .	 255 124	 26	 19	 15	 439	 92.4	 91.8	 89.7	 86.4 100.0	 92.1

Linear, positive, no
trend  	4	 3 	-	 1.4 	 2.2 	 - 	 9.1 	 1.9

Linear, ppsitive,
trend  	3	 1	 1	 1	_ 6	 1.1	 0.8	 3,4	 4.5	 _	 1.2

Linear, positive,
total  	 15	 2.5	 3.0	 3,4	 13,6	 -	 3.1

Linear, negative, no
trend 	  .••• 	5	 2 	_	 -	 _	 7	 1.8	 1.5	 _	 -	 1.5

Linear, negative,
trend  	6	 3 	2 	-	 -	 11	 2.2	 2.2	 6.9	 -	 -	 2.3

Linear, negative,
total  	 11 	5	 2	 -	 18	 4.0	 3.7	 6.9	 -	 3.8

Independent, no trend.	 1	 -	 _	 _	 1	 0.4	 -	 _	 -	 0.2
Independent, trend ... 	 2	 -	 -	 4	 0,7	 1,5	 -	 0,8
Independent, total ... 	 3	2 	- 	 -	 5	 1.1	 1.5	 -	 -	 1.0

Total  	 276 135	 29	 22	 15	 477 100.0 100.0 100.0 100.0 100.0 100.0



54.1 57.9 64.3
41.7 31.6 35.7
95.8 89.5 100.0

5.3

5.3

4.2 5.2

4.2 5.2

- -- -- - -
100.0 100.0 100.0

65.3
29.8
95.1

0.5
0.4
0.9

0.4

2.7

3.1

0.9
0.9

100.0

- -	 -	 86.8
- -	 -	 3.8
- _	 -	 7.5
- -	 -	 1.9
- -	 - 100.0

100.0 77.8- 11.1- 11.1- -
100.0 100.0

80.0 91.7
10.0 -- 8.3
10.0 -

100.0 100.0

92.3 93.5
7.7 6.5- -- -

100.0 100.0

	

100.0	 92.4

	

-	 3.8

	

-	 1.9

	

-	 1.9
100.0 100.0

	

80.0	 89.7

	

20.0	 7.3

	

-	 1.5

	

-	 1.5
100.0 100.0

	

84.2	 86.1

	

15.8	 10.1
- 2.5

	

-	 1.3
100.0 100.0
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Table D13 (cont.). Forms of regressions of inputs on outputs for basic categories of inputs, classified
by average size in kroner of the input item

Average size of input item in millions 1955-kroner
Basic category 0 -	 10.1-

10.0 50.0
50.1-
100.0

100.1-
250.0

250.1	 0 -
Total

+	 10.0Form of regression
Number of input items

Competitive inputs
combined

Proportional, no trend 69 45 13 11 9 147 74.2 60.0
Proportional, trend .. 19 27 10 6 5 67 20.4 36.0
Proportional, total	 .. 88 72 23 17 14 214 94.6 96.0

Linear , pos itive, no trend - - - 1 1
Linear,positive, trend 1 - 1 1.1
Linear,positive, total 1 - - 1 2 1.1

Linear, negative, no
trend 	 1 1.3

Linear, negative,
trend 	 3 1 1 3.2 1.4

Linear, negative,
total 	 3 2 1 1 7 3.2 2.7

Independent, no trend. - - - - _ - -
Independent, trend 	 1 1 - - - 2 1.1 1.3
Independent, total 	 1 1 - - - 2 1.1 1.3

Total 	 93 75 24 19 14 225 100.0 100.0

Fuels combined

Proportional 	 33 13 - - - 46 84.6 92.9
Linear, positive 	 2 _ _ _ 2 5.1 -
Linear, negative 	 3 1 - - - 4 7.7 7.1
Independent 	 1 - - - 1 2.6 -
Total    39 14 - - 53 100.0 100.0

Substitution groups

Proportional 	 2 13 9 7 18 49 66.7 92.9
Linear, positive 	 1 - _ 1 - 2 33.3 -
Linear,	 negative	 . . . . . - - 1 - 1 - -
Independent 	 - 1 - - - 1 - 7.1
Total 	 3 14 9 9 18 53 100.0 100.0

Import sums

Proportional 	 14 24 8 11 4 61 87.5 96.0
Linear, positive 	 2 1 1 - 1 5 12.5 4.0
Linear, negative 	 - - - 1 - 1 - -
Independent 	 ... ... 1 - - 1 - -
Total 	 16 25 10 12 5 68 100.0 100.0

Gross value added

Proportional 	 2 9 12 29 16 68 66.7 69.2
Linear, positive 	 - 2 1 2 3 8 - 15.4
Linear, negative 	 1 1 - - - 2 33.3 7.7
Independent 	 - 1 _ - - 1 - 7.7
Total 	 3 13 13 31 19 79 100.0 100.0

10.1- 50.1- 100.1- 250.1
50.0	 100.0 250.0	 +

	Total

Percentage distribution 
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Table D14. Forms of regressions of inputs on outputs for basic categories of inputs classified by
average size of coefficient and average size in 1955-kroner of the input item

0 -Average coefficient %	 0 -	 2.0- Over 0 - Over	 0 - Q -	 2.0- Over 0 -	 Over
, 

2.0  10.0  MO 10.0 10.0 10.0 	 2.0 10,0 10.0 10 • 0 10•0 	 10 • 0 

O- 10.1- 0 - O- Over Over 
Total 0 

- 	 0 - o- Over 	 Over
Input, million kroner 	 10.0 50.0 50,0,50.0 50. 0 50.0 	 10.0 ,5,110_,.,5,S1a, 50.0 50.0 	 50.0

Total

Number of input items 	 Percentage distribution

Basic category 

Form of regression

Norwegian, competitive 

Proportional  	 46 	 64 	 9 	 11 	 20 	 150 	 92.0 	 92.8 	 100.0 91.7 	 95.2 	 93.2
Linear, positive  	 1 	 2 	 - 	 - 	 1 	 4 	 2.0 	 2.9 	 -, 	 _ 	 4.8 	 2.5
Linear, negative  	 3 	 2 	 - 	 1 	 _ 	 6 	 6.0 	 2.9 	 - 	 8.3 	 _ 	 3.7
Independent  	 ,,,-. 	 1 	 -- 	 - 	 - 	 1 	 - 	 1.4 	 - 	 0.6
Total  	 50 	 69 	 9 	 12 	 21 	 161 100.0 100.0 	 100.0 100.0 100.0 100.0

Norwegian, non-
'competitive 

Proportional  	 56 	 65 	 7 	 6 	 2 	 136 	 96,6 	 84,4 	 77.8 85.7 100.0 	 88.9
Linear, positive  	 - 	 4 	 - 	 i 	 _ 	 5 	 5.2 	 - 14.3 	 - 	 3.3
Linear, negative  	 1 	 6 	 1 	 - 	 - 	 8 	 1,7 	 7.8 	 11.1 	 - 	 - 	 5.2
Independent  	 1 	 2 	 1 	 - 	 - 	 4 	 1.7 	 2.6 	 11.1 	 - 	 - 	 2.6
Total  	 58 	 77 	 9 	 7 	 2 	 153 100.0 100.0 	 100.0 100,0 100.0 100.0

Imports, competitive 

Proportional  	 45 	 58 	 8 	 7 	 10 	 128 	 91,8 	 96.6 	 88.9 87.5 	 90.9 	 93,5
Linear, positive  	 2 	 1 	 1 	 - 	 1	 5 	 4.1 	 1.7 	 11.1 	 - 	 9.1 	 3.6

Linear, negative . 	

• • 	

2 	 1 	 - 	 1 	 - 	 4 	 4.1 	 1.7 	 - 12.5 	 - 	 2.9
Independent  	 - 	 - 	 - 	 _ 	 _ 	 .... 	 _ 	 _ 	 - 	 -
Total  	 49 	 60 	 9 	 8 	 11 	 137 100.0 100.0 	 100.0 100.0 100.0 100.0

Imports, non-
competitive 

Proportional  	 8 	 10 	 3 	 1 	 3 	 25 100.0 100.0 	 100.0 100.0 	 75.0 	 96.2

Linear, positive  	 - 	 - 	 - 	 - 	 1 	 1 	 - 	 - 	 - 	 - 	 25.0 	 3.8

Linear, negative  	 - 	 - 	 - 	 - 	 - 	 - 	 _ 	 - 	 - 	 - 	 - 	 -

Independent  	 - 	 - 	 _ 	 ,,. 	 - 	 - 	 _ 	 _ 	 ,..- 	 -

Total  	 8 	 10 	 3 	 1 	 4 	 26 100,0 100.0 	 100.0 100.0 100.0 100.0

All specified inputs 

Proportional, no trend 	 115 	 138 	 18 	 13 	 22 	 306 	 69.7 	 63.9 	 60,0 46.4 	 57,9 	 64.2
Proportional, trend .. 	 40 	 59 	 9 	 12 	 13 	 133 	 24.3 	 27.3 	 30.0 42,8 	 34.2 	 27.9

Proportional, total .. 	 155 	 197 	 27 	 25 	 35 	 439 	 94.0 	 91.2 	 90.0 89.2 	 92.1 	 92.1

Linear, positive, no
trend  	 2 	 4 	 1 	 1 	 1 	 9 	 1.2 	 1.8 	 3.4 	 3.6 	 2.6 	 1.9

Linear, positive,
trend  	 1 	 3 	 - 	 - 	 2 	 6 	0 .6 	 1.4 	 - 	 - 	 5.3 	 1.2

Linear, positive,
total  	 3 	 7 	 1 	 1 	 3 	 15 	 1.8 	 3.2 	 3.4 	 3.6 	 7.9 	 3.1

Linear, negative, no
trend  	 3 	 4 	 - 	 - 	 - 	 7 	 1.8 	 1.9 	 - 	 - 	 - 	 1.5

Linear, negative,
trend  	 3 	 5 	 1 	 2 	 - 	 11 	 1.8 	 2.3 	 3.3 - 7.2 	 - 	 2.3

Linear, negative,
total  	 6 	 9 	 I. 	 2 	 ,,. 	 18 	 3.6 	 4,2 	 3.3 	 7.2- 	 -, 	 3.8

Independent, no trend. 	 1 	 - 	 - 	 - 	 ... 	 1 	 0.6 	 - 	 - 	 - 	 - 	 0.2

Independent, trend ... 	 - 	 3 	 1 	 - 	 - 	 4 	 - 	 1.4 	 3.3 	 - 	 - 	 0.8

Independnet, total .. . 	 1 	 3 	 1 	 - 	 - 	 5 	 0.6 	 1.4 	 3.3 	 - 	 - 	 1.0

Total  	 165 	 216 	 30 	2 , 	477 100.0 100.0	 100.0 100.0 100.0 100.0
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Table D14 (cont.). Forms of regressions of inputs on outputs for basic categories of inputs classified
by average size of coefficient and average size in 1955-kroner of the input item

0 - 0 - 2.0- Over 0 - Over 	 0 - 0 - 2.0- Over 0 - 	 OverAverage coefficient, %
2.0 10.0 10.0 10.0 10.0 10.0 	2.0 10.0 10.0 10.0 10.0 	 10

'

0
 TotalTotal0 - 10.1- 0 - 0 - Over Over 	 0 - 10.1- 0 - 0 - Over Over

Input, million kroner 	 10.0 50.0 50.0 50.0 50.0 50.0 	 10.0 50.0 50.0 50.0 50.0 	 50.0

Number of input items 	 Percentap distribution

Basic category 

Form of regression

Competitive inputs
combined

Proportional, no trend 37 70 7 11 22 147
Proportional, trend 	 6 33 7 6 15 67
Proportional, total 	 43 103 14 17 37 214

Linear, positive, no
trend 	 - - -

- 1 1
Linear, positive,

trend 	 1 - 1
Linear, positive,

total 	 - -
- 1

Linear, negative, no
trend 	 - 1 - - - 1

Linear, negative,
trend 	 1 3 - 1 1 6

Linear, negative,
total 	 1 4 - 1 1 7

Independent, no trend. - - _ _ ....
Independent, trend 	 1 - 1 _ - 2
Independent, total 	 .. . 1 _ 1 _ _ 2

Total 	 46 107 15 18 39 225

Fuels combined

Proportional 	 28 15 3 - - 46
Linear, positive 	 . • • • • 2 - _. ... ... 2
Linear, negative 	 3 1 ... _ _ 4
Independent 	 1 - - _. ... 1
Total 	 ,, 	 34 16 3 - - 53

Substitution groups

Proportional 	 - 6 9 4 30 49
Linear, positive 	 - - 1 - 1 2
Linear, negative 	 - - - 1 - 1
Independent 	 _ - 1 - - 1
Total 	 - 6 11 5 31 53

Import sums

Proportional 	 7 16 15 1 22 61
Linear, positive 	 1 2 - - 2 5
Linear, negative 	 _ - - 1 - 1
Independent 	 - - - - 1 1
Total 	 8 18 15 2 25 68

Gross value added

Proportional 	 - 1 10 - 57 68
Linear, positive 	 _. 1 1 6 8
Linear, negative 	 - - 2 _ _ 2
Independent 	 1 - - 1
Total 	 - 2 14 - 63 79

	80.5	 65.5 	 46.7 61.1 	 56.4 	 65.3

	

13.0 	 30.8 	 46.6 33.3 	 38.5 	 29.8

	

93.5 	 96.3 	 93.3 94.4 	 94.9 	 95.1

	

2.6
	

0.5

	

2.2 	 - 	 0.4

	

2.2
	

2.6
	

0.9

	

0.9 	 - 	 0.4

	

2.1 	 2.8 	 - 	 5.6 	 2.5 	 2.7

	

2.1 	 3.7 	 - 	 5.6 	 2.5 	 3.1

	

2.2 	 _ 	 6.7
	

0.9

	

2.2 	 _ 	 6.7
	

0.9

	

100.0 100.0 	 100.0 100.0 100.0 100.0

	

82.4 	 93.7 	 100.0 	 - 	 - 	 86.8

	

5.9 	 - 	 - 	 - 	 - 	 3.8

	

8.8 	 6.3 	 - 	 - 	 - 	 7.5

	

2.9 	 - 	 - 	 - 	 - 	 1.9

	

100.0 100.0 	 100.0 	 - 	 - 100.0

	

- 100.0 	 81.8 80.0 	 96.8 	 92.4

	

- 	 - 	 9.1 	 - 	 3.2 	 3.8

	

- 	 - 	 - 20.0 	 - 	 1.9

	

_ 	 _ 	 9.1 	 - 	 - 	 1.9

	

- 100.0 	 100.0 100.0 100.0 100.0

	

87.5 	 88.9 	 100.0 50.0 	 88.0 	 89.7

	

12.5 	 11.1 	 - 	 - 	 8.0 	 7.3

	

- 	 - 	 - 50.0 	 - 	 1.5

	

- 	 - 	 - 	 4.0 	 1.5

	

100.0 100.0 	 100.0 100.0 100.0 100.0

	

- 	 50.0 	 71.5 	 - 	 90.5 	 86.1

	

- 	 50.0 	 7.1 	 - 	 9 • 5 	 10.1

	

- 	 - 	 14.3 	 - 	 - 	 2.5

	

- 	 - 	 7.1 	 - 	 - 	 1.3

	

- 100.0 	 100.0 	 - 100.0 100.0



Basic category 
Input type

Form of re res'sion
Proportional 	 Linear? positive  Linear, negative 	 Independent Total

No 	 No 	 No 	No
Trend Total 	 Trend Total 	 Trend Total 	 Trend Total

trend	 trend	 trend	 trend 

Norwegian, competitive 

Direct materials 	  ..	 86
Auxiliary materials ..,... 	 12
Packaging materials  	 9

Norwegian, non-...competitive

Direct materials .. .  	 13
Auxiliary materials  	 32
Service inputs  	 33
Packaging materials  	 9

Imports 

Direct materials  	 75
Auxiliary materials ..., 	 29
Service inputs  	 8

All specified inputs 

Direct materials 	  174
Auxiliary materials  	 73
Service inputs  	 41
Packaging materials  	 18

Competitive inputs combined 

Direct materials 	  101
Auxiliary materials  	 33
Packaging materials '  	 13

Substitution groups 

Direct materials ... . . .... 	 25
Auxiliary materials . ..... 	 2
Service inputs  	 3

Fuels combined  	 33

34 120 2 - 2 2 3 5 _ 1 1 128
6 18 1 - 1 - - - - - - 19
3 12 - 1 1 1 - 1 - - - 14

6 19 1 - 1 - - - - - - 20
23 55 - - - 1 _ 1 - 1 1 57
19 52 2 2 4 2 5 7 1 2 3 66
1 10 - - - - ,.., - - - - 10

24 99 2 2 4 1 2 3 - 106
15 44 1 1 2 1 1 47
2 10 10

64 238 5 2 7 3 5 8 - 1 1 254
44 117 2 1 3 1 1 2 - 1 1 123
21 62 2 2 4 2 5 7 1 2 3 76
4 22 - 1 1 1 - 1 - _ 24

48 149 1 - 1 1 3 4 - 1 1 155
15 48 - 1 1 - 3 3 - 1 1 53
4 17 - - - - - - _ - - 17

18 43 1 1 2 - - - - 1 1 46
1 3 - - - - 1 1 - ... .... 4
_ 3 _ _ - _ - - - _ - 3

13 46 1 1 2 3 1 4 53
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Table D15. Distribution of constant terms 1) in per cent of average value of input for input items
depending linearly on outputs. Numbers of input items

Input category Competitive 	 Substitution	 Gross value
All specified items Import sums

average input

1000 and over . 	 2
500 - 999.9 ..	 -	 -	 -
200 - 499.9 ..	 3	 1	 ,-,
125 - 199.9 ..	 2	 -	 -
100 - 124.9 ..	 1	 -

100 and over .	 7	 2

	75 -	 99.9.	 2	 -	 -
	25-	 74.9.	 3	 1	 3
	-24.9- 	24.9.	 2	 3	 -

	

-74.9-	 -25..	 1	 -	 3
- 124.9-	 -75..	 -	 1	 -

	

-199.9--125..	 1	 2	 -
- 499.9--200..	 1	 -	 -

	

-999.9 -	 -500 ..	 1	 -	 -

	

Less	 than 100.	 11	 76

Total...,	 18 	9 6

inputs combined groups , and fuels 	 added

2
- _ - - - - -
4 - - - 1 1 1 1
2 - 1 1 2 - 2
1 - - -

9

2
7

_
1

_
1

_
2 1 - 1 _ 3 3 et_

5 - 1 1 1 - 1 _ _ - 1 4 5
4 - 1 1 _ 1 1 - - - 1 2 3
1 - 1 1 - 2 2 1 1 2
3 1 - 1 1 - 1 1 - 1
1 1 - 1 - 1 _ 1
1 - - - _ _ _ _ -

24 3 4 7 3 3 6 2 4 6 3 6 9

33 4 5 9 6 3 9 2 6 4 6 10

over

7 	 ,

Constan Input size

00cent of 	 N, 	 10.0 50.1 	 10.0 	 10.0 	 10.0 	 5.

50.1 	 10.1
0 - 

10.1 	 10.1 	 50.1term in pe Mill. 	 0 - 10.1- 	 0 - 	 0 - 	 0 -'kroner
'NN 	 over 	 over over 	 over

and Total 	 and Total 	 and Total 	and Total	 and Total

1) Constant terms estimated in linear regressions of inputs on outputs, ignoring possible trends.
Input items for which the constant term in the regression function differs significantly from zero
according to the test criteria employed.

Table D16. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
input types. Number of input items
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Table D17. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
input types. Percentage distributions

Form of regression
Basic category 
Input type Proportional 	 Linear, positive  Linear, negative 	 Independent

Total
NoNo 	 No
trend Trend Total 

No
trend Trend Total trend Trend Total trend Trend Total

Norwegian, competitive

Direct materials 	
Auxiliary materials 	

	Packaging materials . 	

Norwegian, non-
competitive 

Direct materials 	

	

Auxiliary materials . 	
Service inputs 	

	

Packaging materials . 	

Imports 

Direct materials 	

	

Auxiliary materials . 	
Service inputs 	

All specified inputs 

Direct materials 	

	

Auxiliary materials . 	
Service inputs 	

	

Packaging materials . 	

Competitive inputs 
combined 

Direct materials 	
Auxiliary materials 	

	Packaging materials . 	

Substitution rous 

Direct materials 	

	

Auxiliary materials . 	
Service inputs 	

Fuels combined

67.2 26.5 	 93.7 1.6 - 1.6 1.6 	 2.3 3.9 _ 0.8 0.8 	 100.0
63.1 31.6 	 94.7 5.3 - 5.3 - 	 - - _ _ - 	 100.0
64.3 21.4 	 85.7 - 7.2 7.2 7.1 	 - 7.1 - - - 	 100.0

65.0 30.0 	 95.0 5.0 - 5.0 - 	 _ 100.0
56.1 40.4 	 96.5 - - - 1.8 	 - 1.8 - 1.7 1.7 	 100.0
50.0 28.8 	 78.8 3.0 3.1 6.1 3.0 	 7.6 10.6 1.5 3.0 4.5 	 100.0
90.0 10.0 	 100.0 - - - - 	 - - - - - 	 100.0

70.7 22.7 	 93.4 1.9 1.9 3.8 0.9 	 1.9 2.8 _ 100.0
61.7 31.9 	 93.6 2.1 2.2 4.3 - 	 2.1 2.1 - - - 	 100.0
80.0 20.0 	 100.0 _ _ _ 100.0

68.5 25.2 	 93.7 2.0 0.8 2.8 1.2 	 1.9 3.1 _ 0.4 0.4 	 100.0
59.4 35.8 	 95.2 1.6 0.8 2.4 0.8 	 0.8 1.6 - 0.8 0.8 	 100.0
53.9 27.7 	 81.6 2.6 2.7 5.3 2.6 	 6.6 9.2 1.3 2.6 3.9 	 100.0
75.0 16.7 	 91.7 - 4.1 4.1 4.2 	 - 4.2 - - - 	 100.0

65.2 31.0 	 96.2 0.6 - 0.6 0.6 	 2.0 2.6 - 0.6 0.6 	 100.0
62.2 28.3 	 90.5 - 1.9 1.9 - 	 5.7 5.7 - 1.9 1.9 	 100.0
76.5 23.5 	 100.0 - - - - 	 - - _ _ - 	 100.0

54.4 39.1 	 93.5 2.2 2.1 4.3 _ 	 _ _ - 2.2 2.2 	 100.0
50.0 25.0 	 75.0 - - - - 	 25.0 25.0 - - - 	 100.0
100.0 - 	 100.0 - - - - 	 - - - - - 	 100.0

62.3 24.5 	 86.8 1.9 1.9 3.8 5.6 	 1.9 7.5 1.9 - 	 1.9 	 100.0



Number of
specified
deliveries

Of these
non-pro-
portional

Norwesian sectors

03 	 Hunting etc. 	 1 1
63 	 Ocean transportation 	 1 1
06 	 Coal mining 	 . 	 6 2
61 	 Real estate   ,,.. 	 p, 	 14 5
46	 Other metals 	 • 	 10 2
27	 Wood and cork 	 7 1
01	 Agriculture 	 11 2

Unspecified

82 	 Unspecified services 	 32 6
80 	 Unspecified office supplies 	 33 2

Import sectors,
03 	 Hunting etc.   • 4 1
39 	 Vegetable oil 	 6 1
01 	 Agriculture, competitive 	 9 2
37 	 Other chemiçals 	 •. 38 3

Competitive inputs combined

03 	 Hunting etc. 	 4 2
39 	 Vegetable oil 	 , 	 6 1
21 	 Textiles 	 • 	 10 1
37 	 Other chemicals 	 49 4
48 	 Metal products 	  p 	 22 1

df' these not
positively correlated

Number 	 Per cent

1 	 100.0
1 	 100.0
2 	 33.3
4 	 28.6
2 	 20,0
1 	 14.3
1 	 9.1

4 	 12.5
2 	 6.1

1 	 25.0
1 	 16.7
1 	 11.1
1 	 2.6

2 	 50.01 	
16.7

1 	 10.0
4 	 8.2
1 	 4.5

75

Table D18. Delivering sectors with one or more deliveries not possitively correlated with output in
receiving sectors

Table D19. Characteristics of delivering sectors. Distribution of Norwegian delivering sectors
according to results for specified deliveries and rype of delivering sector

T e of deliverin sector
Extrac- Como- 	 Extrac- Comm° -

Un - 	 Un-
tive 	 dity 	 tive 	 dity

sped- Total 	 speci- Total
and 	 pro- and 	 pro- 	 .

fied 	 fled
service ces ing 	 service cessing 

Number of sectors Percentage distribution

All specified deliveries in classes
with significant positive correlation
with output in receiving sectors 	 16 32 2 50 76.2

Of these: 	 All in the classes
Proportional 	 15 27 2 44 71.4

70 per cent or more in the
class Proportional, no trend 7 16 1 24 33.3

50-70 per cent in the class
Proportional, no trend 	 3 12 1 16 14.3

One or more deliveries in classes
without significant positive
correlation with output in receiving
sectors 	 5 2 2 9 23.8

Of these: 	 Less than 50 per cent in the
class Proportional, no trend 19.0

Total 	 21 34 4 59 100,0

	94.1 	 50.0 	 84.7

	79.4	 50.0 	 74.6

	47.1 	 25.0 	 40.7

	

35.3 	 25.0 	 27.1

5.9 	 50.0 	 15.3

6.8

100.0 100.0 100.0



All specified inputs in classes with
significant positive correlation with
output in receiving sector 	 8 29 37 88.8

Of these:	 All in classes Proportional 	 8 27 35 88.8

70 per cent or more in the class
Proportional, no trend 	 4 9 13 44.4

50-70 per cent in the class
Proportional, no trend 	 1 15 16 11.1

One or more deliveries in classes without
significant positive correlation with output
in receiving sectors 	 1 4 5 11.1

Of these:	 Less than 50 per cent in the
class Proportional, no trend .. • • 11.1

Total   044 9 33 42 100.0

	87.9 	 88.1

	

81.8	 83.3

	

27.3	 31.0

	

45.5	 38.1

	

12.1	 11.9

2.4

	

100.0	 100.0
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Table D20. Characteristics of delivering sectors. Distribution of import sectors according to results
for specified deliveries and type of delivering sector

Type of delivering sector 
Extrac- Commo-	 Extrac- Commo-
tive	 dity	 tive	 dity

Total	 Total
and	 proces-	 and	 proces-
service sins 	service sing 

Number of sectors Percentage distribution

All specified deliveries in classes with
significant positive correlation with output
in receiving sectors 	 12 26 38 85.7

Of these:	 All in the classes Proportional 11 24 35 78.6

70 per cent or more in the class
Proportional, no trend 	 6 14 20 42.9

50-70 per cent in the class
Proportional, no trend 	 5 7 12 35.7

One or more deliveries in classes without
significant positive correlation with
output in receiving sectors 	 2 2 4 14.3

Of these:	 Less than 50 per cent in the
class Proportional, no trend .. 1 1 7.1

Total 	 14 28 42 100.0

	92.9 	 90.5

	

85.7	 83.3

	

50.0	 47.6

	

25.0	 28.6

	

7.1	 9.5

2.4

100.0 100.0

Table D21. Characteristics of delivering sectors. Distribution of delivering sectors for Competitive
inputs combined according to results for specified deliveries and type of delivering sector

Type of delivering sector 
Extrac- Commo-	 Extrac- Commo-
tive	 dity	 tive	 dity

Total	 Total
and	 proces-	 and	 proces-
service sing	 service sing

Number of sectors	 Percentage distribution



2-4 Total
Over
4
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Table D22. Characteristics of delivering sectors. Distribution of Norwegian delivering sectors
according to results for specified deliveries and number of specified deliveries

Number of specified deliveries

2-4 Over 	
Total 	 1 	 2-4

4
Over
4 	

Total

Number of sectors Percentage distribution

All specified deliveries in classes with
significant positive correlation with
output in receiving sectors  	 11 	 28 	 11

Of these: All in the classes Propor-
tional  	 11 	 24 	 9

70 per cent or more in the
class Proportional, no trend. 	 8 	 12 	 4

50-70 per cent in the class
Proportional, no trend  	 10 	 6

One delivery in classes without signifi-
cant positive correlation with output in
receiving sectors   2 2

Two or more deliveries in classes
without significant positive correlation
with output in receiving sectors
(constituting from 6.1 to 3.3 per cent
of specified deliveries)  	 5

Total   	 13 	 28 	 18

50 84.5 100.0

44 84.5 85.7

24 61.5 42.9

16 - 35.7

4 15.4

5

59 100.0 100.0

	61.1 	 84.7

	

50.0 	 74.6

	

22.2 	 40.7

	

33.3 	 27.1

	

11.1 	 6.8

	

27.8 	 8.5

100.0 100.0

Table D23. Characteristics of delivering sectors. Distribution of Import sectors according to results
for specified deliveries and number of specified deliveries

Number of specified deliveries

1 	 2-4 	
Over 

Total 	 1
4

Number of sectors Percentage distribution

All specified deliveries in classes with
significant positive correlation with
output in receiving sectors  	 20 	 9

Of these: All in the classes Proportional 	 20 	 8

70 per cent or more in the
class Proportional, no trend. 	 14 	 4

50-70 per cent in the class
Proportional, no trend 	

One delivery in classes without
significant possitive correlation with
output in receiving sectors  
	

•-•

Total 	 t 	 20 	 10

9 38 100.0

7 35 100.0

2 20 70.0

7 12 -

-

12 42 100.0

	90.0 	 75,0 	 90.5

	

80.0 	 58.4 	 83.3

	

40.0 	 16.7 	 47.6

	

50.0 	 58.3 	 28.6

	10.0
	

25.0
	

9.5

	

100.0 	 100.0 100.0
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Table D24. Characteristics of delivering sectors. Distribution of delivering sectors for Competitive
inputs combined according to results for specified deliveries and number of specified
deliveries

Number of specified deliveries

1 	 2-4
Over
4

Total 	 1 	 2-4
Over
4

Total

Number of sectors 	 Percentage distribution

21 9 37 100.0 95.5

20 8 35 100.0 90.9

7 2 13 57.4 	 • 31.8

12 4 16 54.5

3 3

4.5

22 13 42 100.0 100.0

All specified deliveries in classes
with significant positive correlation
with output in receiving sectors .... 	 7

Of these: All in the classes Propor-
tional , 	 7

70 per cent or more in the
class Proportional, no
trend  	 4

50-70 per cent in the
class Proportional, no
trend 	

One delivery in classes without
significant positive correlation with
output in receiving sectors 	

Two or more deliveries in classes
without significant positive corre-
lation with output in receiving
sectors 	

Total  	 7

	69.2 	 88.1

	

61.5 	 83.3

	

15.4 	 31.0

	

30.8 	 38.1

	

23.1 	 7.1

	

7.7 	 4.8

	

100.0 	 100.0
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Table D25. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
type of receiving sectors. Numbers of input items

(1)
o

C/) • H

W
0

›
."1

*H

cti f

• 

a,
-H
b.0 0
W C)

O

• 

0
Zc

Type of receiving sector 

Form of regression .4, 	 . fa,
En * r''	 (1)
4-, ti 	4, 0
O P4	

C.)
0 i

E 0

Extractive and service sectors

Proportional, no trend 	 11 45 10 10 76 20 6 8
Proportional, trend 	 13 32 6 3 54 12 3 3
Proportional, total 	 24 77 16 13 130 32 9 11

Linear, positive, no trend 	 .. . 1 1 1 3
Linear, 	 positive, 	 trend 	 .... 1 - 1
Linear, positive, total 	 1 2 4

Linear, negative, no trend 	 .. . 3 3 - 1
Linear, negative, trend 	 1 4 6 3 1 1
Linear, negative, total 	 1 7 9 3 2

Independent, no trend 	 - 1 _ 1
Independent, trend 	 - 3 _ _ 3 _ - -
Independent, total 	 - 4 - 4 - - -

Total 	 26 90 18 13 147 35 11 12

Commodity processing sectors

Proportional, no trend 	 96 42 86 6 230 127 27 22
Proportional, trend 	 30 17 26 6 79 55 10 16
Proportional, 	 total 	 ..., . .... . 126 59 112 12 309 182 37 38

Linear, positive, no trend 	 .. 	 2 2 2 - 6 1 1 1
Linear, positive, trend 	 1 1 2 1 5 1 1 1
Linear, positive, total 	 3 3 4 1 11 2 2 2

Linear, negative, no trend 3 - 1 - 4 1 2
Linear, negative, trend 	 2 1 2 - 5 3 -
Linear, negative, total 	 5 1 3 - 9 4 2

Independent, no trend 	 1
Independent, trend 	
Independent, total 	 1 2 1

Total 	 135 63 119 13 330 190 42 41

26 	 37

13 	 21
8 	 11

21 	 32

1 	 2
2 	 3
3 	 5

32 	 27
8 	 9

40 	 36

1 	 3
1 	 -
2 	 3

1
1
2

1
1

42 	 42
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Table D26. Forms of regressions of inputs on outputs for basic categories of inputs, classified by
type of receiving sector. 	 Percentage distributions

w w 	 'V
› ›	 n)	 '"Ci

	

.H	 • H	 rd	 0	 w
Type of receiving sector 	 4,J 	 4.1 	 w 	 .r.i 	 0 	 0
	w •H 	 (1) 	 • H	 • H	 n.) ,.0	 • H	 o 	 u) 	 ,a)

•Form of regression 	 . › 	 4.1 	 4J
	o •H	 0 W	

›
•ri	

(4-i
	W 	 • H	

› 0 	 eg 	 'H	 E
•ri 0

5	
4..)	

0F,

	03 4.) 	ca nn	 4-.)	 ,, ra.	 Ci	 .si () 	 0 	 m 	 ct
•,-1 .H	 •H E	 0 •H	 m 0	 W 	 .H	 C.)	 41 	›

	

bt .6.1	 a 0 	 4J41 	4_, o	 fa• cn 	 4..) cn 	 .H cn 	 .I.J
	Q) ci)	 W C.)	 $.4 a)	 $.4 c..) 	 (/) 4-)	 Q.) 4•J	 cn 	 4..) fa.	 P	 cn, ml.

	2 	 1
'

	

0 b 	
o ta. 	 0 	 o 	 a. 0 	 r-i 	 W P., ,

	

fa. E	 a , 0 	 i -i a 	 0 a 	 W 	 „a .

	

00 	 00
	O 	

00 	 i-40 	 00 	 0 	 0 P 	

o
a 	

u) w
o ,z,

0 	 P rd

	

Z ci 	ZO 	H c.)	 i__I O	 <4 •H	 (..) •H	 4.1	 En 61)	H	 C.. W

Extractive and service sectors 

Proportional, no trend  	 42.3 	 50.0 	 55.5 	 76.9 	 51.7 	 57.1 	 54.5 	 66.7 	 50.0 	 56.8
Proportional, trend  	 50.0 	 35.5 	 33.4 	 23.1 	 36.7 	 34.3 	 27.3 	 25.0 	 30.8 	 29.7
Proportional, total  	 92.3 	 85.5 	 88.9 100.0 	 88.4 	 91.4 	 81.8 	 91.7 	 80.8 	 86.5

Linear,positive, no trend .. 	 3.9
	

1.1
	

5.6
	

2.0
	

3.8
	

5.4
Linear,positive, trend  
	

1.1
	

0.7
	

7.7
	

8.1
Linear,positive, total  
	

3.9
	

2.2
	

5.6
	

2.7
	

11.5
	

13.5

Linear,negative, no trend .. . . 	 - 	 3.3 	 - 	 - 	 2.1 	 - 	 9.1 	 - 	 -
Linear,negative, trend  	 3.8 	 4.5 	 5.5 	 - 	 4.1 	 8.6 	 9.1 	 8.3 	 3.8
Linear,negative, total  	 3.8 	 7.8 	 5.5 	 - 	 6.2 	 8.6 	 18.2 	 8.3 	 3.8

Independent, no trend  	 - 	 1.1 	 - 	 - 	 0.7 	 - 	 - 	 - 	 -
Independnet, trend  	 - 	 3.4 	 - 	 - 	 2.0 	 - 	 - 	 - 	 3.9
Independent, total  	 - 	 4.5 	 - 	 - 	 2.7 	 - 	 - 	 - 	 3.9

Total  	 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Commodity processing sectors 

Proportional, no trend  	 71.2 	 66.6 	 72.3 	 46.1 	 69.7 	 66.8 	 64.3 	 53.7 	 76.2 	 64.3
Proportional, trend  	 22.2 	 27.0 	 21.8 	 46.2 	 23.9 	 28.9 	 23.8 	 39.0 	 19.0 	 21.4
Proportional, total  	 93.4 	 93.6 	 94.1 	 92.3 	 93.6 	 95.7 	 88.1 	 92.7 	 95.2 	 85.7

Linear,positive, no trend .. . . 	 1.5 	 3.2 	 1.7 	 - 	 1.8 	 0.5 	 2.4 	 2.5 	 2.4 	 7.1
Linear,positive, trend  	 0.7 	 1.6 	 1.7 	 7.7 	 1.5 	 0.6 	 2.4 	 2.4 	 2.4 	 -
Linear positive, total  	 2.2 	 4.8 	 3.4 	 7.7 	 3.3 	 1.1 	 4.8 	 4.9 	 4.8 	 7.1

Linear,negative, no trend .. . . 	 2.2 	 - 	 0.8 	 - 	 1.2 	 0.5 	 4.7 	 - 	 - 	 2.4
Linear,negative, trend  	 1.5 	 1.6 	 1.7 	 - 	 1.6 	 1.6 	 - 	 - 	 - 	 2.4
Linear,negative, total  	 3.7 	 1.6 	 2.5 	 - 	 2.8 	 2.1 	 4.7 	 - 	 - 	 4.8

Independent, no trend  
	

2.4
Independent, trend  
	

0.7
	

0.3 	 1.1 	 2.4 	 2.4
Independent, total  
	

0.7
	

0.3 	 1.1 	 2.4 	 2.4 	

- 	

2.4

Total  	 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0



Over 50.0

Average size of input items
in million 1955-kroner

0 - 10.0 	 10.1 - 50.0
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Table D27. Forms of the regressions of inputs on outputs. Classification by type of receiving sector
and size in kroner of input item. 	 All specified inputs

Number 	 Per Number 	 Per Number 	 Per
of items cent of items cent of items cent

Type of receiving sector 

Form of regression

Extractive and service sectors

Proportional, no trend 	 46 49.5 20 69.0
Proportional, trend 	 35 37.6 5 17.2
Proportional, total 	 81 87.1 25 86.2

Linear,positive, no trend 	 9 2.1 - -
Linear,positive, trend 	 1 1.1 _ _

Linear,positive, 	 total 	 3 3.2 - -

Confirmation, total 	 84 90.3 25 86.2

Linear,negative, no trend 	 3 3.2
Linear,negative, trend 	 4 4.3 2 6.9
Linear,negative, total 	 7 7.5 2 6.9

Independent, no trend 	 1 1.1 - -
Independent, trend 	 1 1.1 2 6.9
Independnet, total 	 2 2.2 2 6.9

Rejection, total 	 9 9.7 4 13.8
Total 	 93 100.0 29 100.0

Commodity processing sectors

Proportional, no trend 	 132 71.8 73 68.9
Proportional, trend 	 42 22.8 26 24.6
Proportional, total 	 174 94.6 99 93.5

Linear,positive, no trend 	 2 1.1 3 2.8
Linear,positive, trend 	 2 1.1 1 0.9
Linear,positive, total 	 4 2.2 4 3.7

Confirmation, total 	 178 96.8 103 97.2

Linear,negative, no trend 	 2 1.1 2 1.9
Linear,negative, trend 	 3 1.6 1 0.9
Linear,negative, total 	 5 2.7 3 2.8

Independent, no trend 	 - - - -
Independnet, trend 	 1 0.5 -
Independent, total 	 1 0.5 -

Rejection, total 	 6 3.2 3 2.8
Total 	 184 100.0 106 100.0

-

-

25 	 100.0

10 	 40.0
14 	 56.0
24 	 96.0

1 	 4.0
- 	 -
1 	 4.0

25 	 100.0

25 	 , 62.5
11 	 27.5
36 	 90.0

1 	 2.5
2 	 5.0
3 	 7.5

39 	 97.5

-
1 	 2.5
1 	 2.5

1 	 2.5
40 	 100.0



Fuels combined

0 	 -499.9  	 21 	 7

	

500.0+  	 12 	 6

Substitution groups 

0 	 - 499.9  	 13 	 13

	

500.0+ 	 • 	 17 	 6

Import sums 

0	 - 499.9  	 29 	 11

	

500.0+  	 16 	 5

Gross value added 

0 -99.9 	 7 2
100.0 - 499.9 	 25 12
500.0 + 	 16 6

28
18

26 1 1 2
23

40 2 2
21 1 1

9 1 1 2 1
37 2 1 3 -
22 2 1 3 -

32
21

29
1 24

44
1 1 24

2 	 - 1 1 14
- _ 	 - - 40
- - 	 - - 25

1
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Table D28. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
the size in 1955-kroner of the average production value of receiving sectors. Numbers of
input items

Basic category
Production values,
million kroner

Form of regression 

	

Proportional  Linear, positive  Linear, negative 	 Independent 
TotalNo 	 No 	 No 	 NoTrend Total 	 Trend Total 	 Trend Total 	 Trend Totaltrend 	 trend 	 trend 	 trend

Norwegian, competitive 

0 	 - 99.9  	 16 	 1

	

100.0 - 499.9  	 55 	 22
500.0+  	 36 	 20

Norwesian, non-
competitive 

0	 -	 99.9 	 14
100.0 - 499.9 	 52
500.0+ 	 21

Imports

0 	 - 	 99.9 	 15
100.0 - 499.9 	 66
500.0+ 	 31

All specified inputs 

0 	-30.8  	 14 	 5
	30.9 - 99.9  	 31	 10

	

100,0 - 499.9  	 173 	 79
	500.0 - 999.9  	 71 	 25

	

1000.0 + 	  .. 	 17 	 14

Competitive inputs 
combined 

0 	 -99.9  	 21 	 5
	100.0 - 499.9  	 72 	 39

	

500.0 +  	 54 	 23

17 - - - 1 - 1 1 19
77 - - - I 1 2 79
56 3 1 4 1 2 3 63

23 - - - 1 1 2 1 1 2 27
85 1 2 3 2 2 4 - 2 2 94
28 2 - 2 - 2 2 - - - 32

20 - 1 1 _ 1 1 - - - 22
90 3 - 3 1 - 1 _ - 94
43 - 2 2 - 2 2 - - - 47

19 - - - 2 - 2 - - - 21
41 - 1 1 - 2 2 1 2 3 47

252 4 2 6 4 3 7 - 2 2 267
96 3 3 6 1 4 5 - - - 107
31 2 - 2 - 2 2 - - - 35

26 - 1 1 27
111 - 3 3 2 116
77 1 2 3 82

9
33
7

5
24
12
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Table D29. Forms of the regressions of inputs on outputs for basic categories of inputs, classified
by the size in 1955-kroner of the average production value of receiving sectors.
Percentage distribution

Basic category
Production values,,
million kroner

Norwegian, competitive

0 	 - 99.9 	

	

100.0 - 499.9 	
500.0 + 	

Norwegian, non-
competitive 

0 	 - 99.9
100.0 - 499.9
500.0 + 	

Imports 

0 	 - 99.9
100.0 - 499.9
500.0 + 	

All specified inputs 

0 	 - 30.8 	

	

30.9 - 99.9 	

	

100.0 - 499.9 	

	

500.0 - 999.9 	
1000.0 + 	

Competitive inputs 
combined

0 	 - 99.9
100.0 - 499.9
500.0 + 	

Fuels combined 

0 	 - 499.9
500.0 + 	

Substitution groups

0 	 - 499.9 	
500.0 +

Import sums

0 	 - 499.9
500.0 + 	

Gross value added

0 	 - 99.9
100.0 - 499.9
500.0 + 	

Form of re ression

Proportional Linear, positive Linear, negative Independent
Total

No 	 No 	 No 	 No
Trend Total 	 Trend Total 	 Trend Total 	 Trend Total

trend 	 trend 	 trend 	 trend

84.2 5.3 89.5 - - - 5.3 - 5.3 5.2 5.2 	 100.0
69.6 27.9 97.5 - - - 1.3 1.2 2.5 - - - 	 100.0
57.2 31.7 88.9 4.7 1.6 6.3 1.6 3.2 4.8 - - - 	 100.0

51.9 33.3 85.2 - - - 3.7 3.7 7.4 3.7 3.7 7.4 	 100.0
55.4 35.1 90.5 1.1 2.1 3.2 2.1 2.1 4.2 - 2.1 2.1 	 100.0
65.7 21.8 87.5 6.3 - 6.3 - 6.2 6.2 - - - 	 100.0

68.2 22.7 90.9 - 4.6 4.6 - 4.5 4.5 - - - 	 100.0
70.2 25.5 95.7 3.2 - 3.2 1.1 - 1.1 _ _ - 	 100.0
66.0 25.5 91.5 - 4.3 4.3 - 4.2 4.2 _ _ - 	 100.0

66.7 23.8 90.5 - - - 9.5 - 9.5 - - - 	 100.0
65.9 21.3 87.2 - 2.1 2.1 - 4.3 4.3 2.1 4.3 641000
64.8 29.6 94.4 1.5 0.8 2.3 1.5 1.1 2.6 - 0.7 0.7 	 100.0
66.3 23.4 89.7 2.8 2.8 5.6 0.9 3.8 4.7 - - 	 100.0
48.6 40.0 88.6 5.7 - 5.7 - 5.7 5.7 - - - 	 100.0

77.8 18.5 96.3 - - - - 3.7 3.7 - - - 	 100.0
62.0 33.7 95.7 - - - - 2.6 2.6 - 1.7 1.7 	 100.0
65.9 28.0 93.9 1.2 1.2 2.4 1.2 2.5 3.7 - - - 	 100.0

65.7 21.8 87.5 3.1 - 3.1 6.3 - 6.3 3.1 - 3.1 	 100.0
57.1 28.6 85.7 - 4.8 4.8 4.8 4.7 9.5 - - 	 100.0

44.9 44.8 89.7 3.5 3.4 6.9 3.4 3.4 	 100.0
70.8 25.0 95.8 - 4.2 4.2 - 	 100.0

65.9 25.0 90.9 4.5 4.6 9.1 - - - - - 	 100.0
66.7 20.8 87.5 - 4.2 4.2 - 4.1 4.1 - 4.2 4.2 	 100.0

50.0 14.3 64.3 7.1 7.2 14.3 7.2 7.1 14.3 - 7.1 7.1 	 100.0
62.5 30.0 92.5 5.0 2.5 7.5 - - - - - - 	 100.0
64.0 24.0 88.0 8.0 4.0 12.0 - - - - - - 	 100.0



Average production in million 1955-kroner
500 	 500

99.9 	 499.9
0 - 	 100 - 	 0 - 	 100 -

and 	 Total 	 and 	 Total
99.9 	 499.9

over 	 over
Number of sectors 	 Percentap distribution

70 per cent and more of specified
input items in the class Proportional,
no trend 	

All specified input items in the
classes Proportional, majority
without trend 	

All specified input items in the
classes Proportional 	

All specified input items in classes
with significant positive correlation
between input and output  

All sectors with specified input items

5	 20	 15	 40	 38.5	 51.3	 57.7

5	 22	 13	 40	 38.5	 56.4	 50.0

6 	 28	 15	 49	 46.1	 71.8 	 57.7

7	 31	 19	 57	 53.8	 79.5	 73.0

13	 39	 26	 78	 100.0	 100.0	 100.0

51.3

51.3

62.8

73.1

100.0
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Table D30. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and size of average production in million 1955-kroner

Table D31. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
the relative dispersion of production in receiving sectors. Numbers of input items

Basic category 	 Form of revession 
Standard deviation in 	 Proportional  Linear, positive  Linear-, negative	 Independent 
per cent of average 	 No 	 No 	 No 	 No 	 Total
production

Norwegian, competitive
0-14 	 54

15+ 	

trend 
Trend Total trend Trend Total 	 Trend Total 	 Trend Total

trend 	 trend

23 	 77 	 2 2 	 2 	 1
53	 20	 73	 1 2 	 3 4

 53 	 33 	 86 	 - 	 2 2 5	 1 	 3
34 	 16 	 50 	 3 1 	 2 3

50 	 23 	 73 	 1 2 2
62 	 18 	 80 	 2 1 2

40 	 27 	 67 	 1 	 2 	 3 	 - 	 - 	 - 1
117 	 52 	 169 	 2 	 1 	 3 	 2 	 7 	 9 3
37 	 13 	 50 	 1 	 - 	 1 	 2 	 1 	 3
76 	 20 	 96 	 3 	 1 	 4 	 1 	 2 	 3
36 	 21 	 57 	 2 	 2 	 4 	 2 	 1 	 3

5 	 5
58 	 19 	 77 	 1 1 	 1 1
25 	 13 	 38 1

15 	 10 	 25 1 	 2 	 1
18 	 3 	 21 	 1 	 1 	 1

 18 	 10 	 28 	 1 	 2 1 1
12 	 9 	 21

 28 	 8 	 36 1 2 	 3 1 	 1 1
17 	 8 	 25 1 	 2

 25 	 13 	 38 3 1 	 1
23 	 7 	 30

Norwegian, non-
competitive 

0-14 	
15+ 	,

Imports 
0 - 14 	

15 + 	 O . OOO

All specified inputs
0 - 9 	
10 - 14 	
15 - 19 	
20 - 24 	
25+ 	

Competitive inputs
combined 

0-14 	
15 - 24 	
25+ 	

 64 	 35 	 99

Fuels combined 
0 - 14 	

15 + 	

Substitution groups
0-14  

15 +

Import sums
0-14
15 + 	

Gross value added
0-14 	
15+ 	

1 	 82
79

4 	 97
56

77
86

72
184
54

103
64

105
80
40

29
1 	 24

1 	 32
21

1 	 41
27

46
1 	 33
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Table D32. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
the relative dispersion of production in receiving sectors. Percentage distribution

Basic category Form of regression
Standard deviation in
per cent of average
production value

Proportional Linear, positive 	 Linear, negative Independent
No 	 No 	 No 	 No 	 Total

Trend Total 	 Trend Total 	 Trend Total 	 Trend Total
trend 	 trend 	 trend 	 trend

Norwegian, competitive
0 - 14 	 65.8 28.1 93.9 2.4 2.4 2.5 2.5 1.2 1.2 	 100.0
15 + 	 67.1 25.3 92.4 1.3 1.2 2.5 3.8 1.3 5.1 - 	 100.0

Norwegian, non-

54.7 34.0 88.7 - 2.0 2.0 2.1 3.1 5.2 1.0 3.1 4.1 	 100.0
competitive

0 - 14 	
15 + 	 60.7 28.6 89.3 5.3 - 5.3 1.8 3.6 5.4 - - - 	 100.0

Imports
64.9 29.9 94.8 1.3 1.3 2.6 - 2.6 2.6 - 	 100.00 - 14 	

15 + 	 72.1 20.9 93.0 2.3 2.3 4.6 1.2 1.2 2.4 - 	 100.0

All specified inputs
55.5 37.5 93.0 1.4 2.8 4.2 - - - 1.4 1.4 2.8 	 100.00 - 	 9 	

10 - 14 	 63.6 28.3 91.9 1.1 0.5 1.6 1.1 3.8 4.9 - 1.6 1.6 	 100.0
15 - 19 	 68.5 24.1 92.6 1.9 - 1.9 3.7 1.8 5.5 - - 100.0
20 - 24 	 73.8 19.4 93.2 2.9 1.0 3.9 1.0 1.9 2.9 - - - 	 100.0
25 + 	 56.3 32.8 89.1 3.1 3.1 6.2 3.1 1.6 4.7 - 	 100.0

Competitive inputs

61.0 33.3 94.3 - - - - 4.8 4.8 - 0.9 0.9 	 100.0
combined

0 - 14 	
15 - 24 	 72.5 23.8 96.3 1.2 - 1.2 - 1.3 1.3 - 1.2 1.2 	 100.0
25 + 	 62.5 32.5 95.0 - 2.5 2.5 2.5 - 2.5 - - - 	 100.0

Fuels combined
51.7 34.5 86.2 3.5 - 3.5 6.9 3.4 10.3 - - - 	 100.00 - 14 	

15 + 	 75.0 12.5 87.5 - 4.1 4.1 4.2 - 4.2 4.2 - 4.2 	 100.0

Substitution groups
56.3 31.2 87.5 3.1 3.2 6.3 - 3.1 3.1 3.1 3.1 	 100.00 - 14 	

15 + 	 57.2 42.8 100.0 - - 	 100.0

Import sums
68.3 19.5 87.8 2.5 4.9 7.4 2.4 2.4 2.4 2.4 	 100.00 - 14 	

15 + 	 63.0 29.6 92.6 3.7 3.7 7.4 - 	 100.0

Gross value added
54.3 28.3 82.6 6.5 6.5 13.0 2.2 2.2 4.4 - 	 100.00 - 14 	

15 + 	 69.7 21.2 90.9 6.1 - 6.1 3.0 3.0 	 100.0

Table D33. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and dispersion in production

Standard deviation in per cent of average production value

0-9 10-14 15-19 20-24 
Over

 Total
24

0-9 10-14 15-19 20-24 
Over
24 Total

Number of sectors Percentage distribution

5 15 6 9 5 40 35.7 46.8 50.0 75.0 62.5 51.3

6 16 7 6 5 40 42.8 50.0 58.3 50.0 62.5 51.3

10 19 8 6 6 49 71.4 59.4 66.7 50.0 75.0 62.9

12 21 9 9 57 85.7 65.7 75.0 75.0 75.0 73.1

14 32 12 12 8 78 100.0 100.0 100.0 100.0 100.0 100.0

70 per cent or more of specified
input items in the class
Proportional, no trend 	

All specified input items in the
classes Proportional, majority
without trend 	

All specified input items in the
classes Proportional 	

All specified input items in
classes with significant positive
correlation between input and
output 	

All sectors with specified input
items



■11.

1

33

30
42

12
108

o- 	9	 All 	

10 - 14	 Not clear trend

17

17

7

5

24

22

-

-
-

-
-

- 1
Clear trend 	 20 11 31 2 2 1 _

15 and	 Not clear trend 4 2 6 - - - 1
over	 Clear trend 	 49 18 67 1 1 2 3

Norwegian, non-

10 13 23 - 1 1 _ 1

competitive

0 -	 9	 All 	

10 - 14	 Not clear trend 12 5 17 - 1
Clear trend 	 31 15 46 - - - 2 3 5

15 and	 Not clear trend - - - 1 - 1 - _ _
over	 Clear trend 	 34 16 50 2 - 2 1 2 3

Imports

13 7 20 1 2o- 	9	 All 	

10 - 14	 Not clear trend 16 7 23 1 1
Clear trend 	 21 9 30 1

15 and	 Not clear trend 9 9 2 2
over	 Clear trend 	 53 18 71 2 2 1 1 2

All specified inputs

40 27 67 1 2 3 _ - 10 -	 9	 All 	

10 - 14	 Not clear trend 45 17 62 - 1 1 - 2 2 -
Clear trend 	 72 35 107 2 - 2 2 5 7 -

15 and	 Not clear trend 13 2 15 3 3 1 1
over	 Clear trend 	 136 52 188 3 3 6 4 4 8

Competitive inputs

23 9 32 - - - - 1 1

combined

0 -	 9	 All 	

10 - 14	 Not clear trend 14 13 27 - - - 2 2
Clear trend 	 27 13 40 - - 2 2

15 and	 Not clear trend 8 2 10 - - - - 1 1
over	 Clear trend 	 75 30 105 1 1 2 1 - 1

Substitution groups and
fuels

0-	 9	 All 	 10 6 16 - _ 1 1 _

10 and	 Not clear trend 8 8 16 1 2 2 1
over	 Clear trend 	 45 18 63 2 3 1 1 2

Import sums

0 -	 9	 All 	 11 2 13 - - _ - 
•

10 and	 Not clear trend 7 1 8 1 -
over	 Clear trend 	 27 13 40 1 3 4 1 1

Gross value added

10 2 12 1 - 1 1 -0 -	 9	 All 	

10 and	 Not clear trend 6 2 8 2 1 3 -
-

over	 Clear trend 	 32 16 48 2 2 4 -

1	 1	 25

- 23
_ 34

7
72

1	 25

1	 1	 19
2	 53

1
55

22

24
31

11
75

1	 2	 72

1	 1	 66
2	 2	 118

- 19
- 202

_	 _	 17

1	 2	 21
- 68

_	 _	 13

1	 1	 10
- 45

-	 -	 14

11
1	 1	 54

_
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Table D34. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
dispersion and trend characteristics of outputs in receiving sectors. Numbers of input
items

Basic category
Standard

Trend	 Proportional 	 Linear, positive  Linear, negative	 Independent deviation	 Totalcharacter No	 No	 'No	 Noper cent	 Trend Total	 Trend Total	 Trend Total	 Trend Totaltrend	 trend	 trend	 trend

Norwegian, competitive

Form of rqression



Norwegian, non-
competitive 

0 - 9 All  	 40.0 52.0 92.0 	 - 	 4.0 	 4.0 	

- 	

-

10 - 14 Not clear trend
	

63.2 26.3 89.5 	 - 	 5.3 	 5.3
Clear trend ... 	 58.5 28.3 86.8 	

- 	

- 	 3.8 	 5.6 	 9.4

4.0 4.0 100.0

5.2 5.2 100.0
3.8 3.8 100.0
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Table D35. Forms of the regressions of inputs on outputs for basic categories of inputs classified by
dispersion and trend characteristics of outputs in receiving sectors. Percentage
distribution

Basic category 
Standard
deviati on

	Trend
character

per cent

Form of re ression

Proportional 	 Linear, positive Linear, negative 	 Independent Total
No 	 No 	 No 	 No

Trend Total 	 Trend Total 	 Trend Total 
trend 

Trend Total
trend 	 trend 	 trend

Norwegian, competitive 

0 - 9 All  	 68.0 28.0 96.0
	

4.0 	 4.0 100.0

10 - 14 Not clear trend 	 73.9 21.8 95.7 	 4.3 	 4.3 	 - 100.0
Clear trend ... 	 58.8 32.4 91.2 	 5.9 	 5.9 	 2.9 	 2.9 	 - 100.0

15 and 	 Not clear trend 	 57.1 28.6 85.7 	 - 14.3 	 - 14.3 	 - 100.0
over 	 Clear trend ... 	 68.1 25.0 93.1 	 1.4 	 1.4 	 2.8 	 2.7 	 1.4 	 4.1 	 - 100.0

15 and 	 Not clear trend 	 -(100.0) 	 -(100.0) 	 -(100.0)
over 	 Clear trend ... 	 61.8 29.1 90.9 	 3.7 	 - 	 3.7 	 1.8 	 3.6 	 5.4 	 - 100.0

Imports 

0 - 9 All  	 59.1 31.8 90.9 	 4.5 	 4.6 	 9.1

10 - 14 Not clear trend 	 66.7 29.1 95.8
Clear trend ... 	 67.8 29.0 96.8

15 and 	 Not clear trend 	 81.8 	 81.8 18.2 	 - 18.2
over 	 Clear trend ... 	 70.7 24.0 94.7 	

- 	

2.7 	 2.7 	 1.3

	4.2 	 4.2

	

3.2 	 3.2

	

1.3 	 2.6

- - 100.0

- - 100.0
- - 100.0

- - 100.0
- - 100.0

All specified inputs 

0- 9 All  	 55.5 37.5 93.0 	 1.4 	 2.8 	 4.2 	

- 	

1.4 	 1.4 	281000

	

10 - 14 Not clear trend 	 68.2 25.8 94.0
	Clear trend ... 	 61.0 29.7 90.7 	 1.7

15 and 	 Not clear trend 	 68.4 10.5 78.9 15.8
over 	 Clear trend ... 	 67.3 25.7 93.0 	 1.5

Competitive inputs 
combined

	1.5	 1.5 	 - 	 3.0 	 3.0 	 - 	 1.5 	 1.5 100.0
- 1.7 	 1.7 	 4.2 	 5.9 	 - 	 1.7 	 1.7 100.0

	

_ 	 15.8 	 5.3 	 _ 	 5.3 	 _ 	 _ 	 - 100.0

	

1.5 	 3.0 	 2.0 	 2.0 	 4.0 	 - 	 - 	 - 100.0   

0 - 9 All 	 69.7 27.3 97.0 	 3.0 	 3.0 	 - 100.0

10 - 14 Not clear trend 	 46.7 43.3 90.0 	 6.7 	 6.7 	 - 	 3.3 	 3.3 100.0
Clear trend ... 	 64.3 30.9 95.2 	 4.8 	 4.8 	

- 	

- 100.0

15 and 	 Not clear trend 	 66.7 16.7 83.4 	 8.3 	 8.3 	 8.3 	 8.3 100.0
over 	 Clear trend ... 	 69.4 27.8 97.2 	 0.9 	 1.0 	 1.9 	 0.9 	 0.9 	 - 100.0

Substitution groups and 
fuels

0 - 9 All  	 58.8 35.3 94.1 	 - 	 - 	 - 	 - 	 5.9 	 5.9 	 - 	 - 	 - 100.0

10 and 	 Not clear trend 	 38.1 38.1 76.2 	 4.8 	 - 	 4.8 	 9.5 	 _ 	 9.5 	 4.7 	 4.8 	 9.5 100.0
over 	 Clear trend  	66.2 26.5 92.7	 1.5	 2.9	 4.4	 1.5	 1.4	 2.9 	 _ 	 _ 	 - 100.0

Import sums

0 - 9 All  	 84.6 15.4 100.0
	

-	

- 100.0

10 and 	 Not clear trend 	 70.0 10.0 80.0 10.0 	 10.0
	

-	

- 10.0 10.0 100.0
over 	 Clear trend ... 	 60.0 28.9 88.9 	 2.2 	 6.7 	 8.9

	
2.2
	

2.2 	

- 	

- 100.0

Gross value added

0 - 9 All  	 71.4 14.3 85.7 	 7.1 	 - 	 7.1 	 7.2 	 7.2 	

- 	

- 100.0

10 and 	 Not clear trend 	 54.5 18.2 72.7 18.2 	 9.1 	 27.3 	 - 100.0
over 	 Clear trend ... 	 59.3 29.6 88.9 	 3.7 	 3.7 	 7.4 	 1.9 	 1.9 	 1.8 	 1.8 100.0
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Table D36. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and number of specified input items

Number of specified input items

Total

0-4 5-8
Over

Total8

Number of sectors

21 24 12 57

18 22 9 49

12 15 7 34

9 6 4 19

1 3 2 6

1 2

31 30 17 78

Over
0-4 	 5-8

8

Percentage distribution

	67.8	 80.0 	 70.6 	 73.1

	

58.1 	 73.3 	 53.0 	 62.8

	

38.7 	 50.0 	 41.2 	 43.6

	

29.0 	 20.0 	 23.5 	 24.4

	

3.2 	 10.0 	 11.8 	 7.7

	

3.2 	 5.9 	 2.5

100.0 100.0 100.0 100.0

All specified input items in classes
with significant positive correlation
between input and output  

Of these: All in the classes
Proportional 	

70 per cent or more in the
class Proportional, no
trend 	

1 specified input item in classes
without significant positive
correlation between input and output.

Of these: 70 per cent or more in the
class Proportional, no
trend

2 specified input items in classes
without significant positive
correlation between input and output.

Total 	

Total

Table D37. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and total number of input items

Total number of input items
	Over	 Over

0-9 	 10-17 	 Total 	 0-9 	 10-17

	

17 	 17

Number of sectors 	 Percentap distribution

All specified input items in classes
with significant positive correlation
between input and output  	 17

Of these: All in the classes
Proportional  	 16

70 per cent or more in the
class Proportional, no
trend  	 9

7-25 per cent of specified input
items in classes without significant
positive correlation between input
and output  	 2

Of these: 70 per cent or more in the
class Proportional, no
trend 	

Over 25 per cent of specified input
items in classes without significant
positive correlation between input
and output. (All of these had less
than five specified input items and
only one had 2 items in the actual
class)  

Total 	 27

26 14 57 63.0 83.9 70.0

22 11 49 59.3 71.0 55.0

17 8 34 33.3 54.8 40.0

5 6 13 7.4 16.1 30.0

3 3 6 9.7 15.0

29.6

31 20 78 100.0 100.0 100.0

73.1

62.8

43.6

16.7

7.7

10.2

100.0
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AppendixA

DESCRIPTION OF THE TEST PROGRAM

In this description we shall write the hypotheses:

(0)	 y(t) = a + bxl (t) + cx2 (t) + dx 3 (t) + u

(1) y(t) = b ixi (t)	 ul (t)

(2) y(t) = b13x1 (t) + d13x 3 (t) + u
13

(t)

(3) Y(t) = a01	 b 0lx1 (t)	 u01 (t)

We will also write the additional forms estimated by the regression

program:

(4) Y(t) = a013 
+ b

013
x

1
(t)	 d

013
x

3
(t)

(5)
	

y(t) = a
012 

-I- b
012 x1

 (t) + c 012 x2
 (t)

We have written

y(t) for x..(t)

X
1
 (t)for x-(t)

x2 (t) for t

x (t) for tx.(t)j

and we have indexed the coefficients and the residuals with the numbers

of the variables in the regressions, with a 0 for the constant term.

Only the complete regression function with all the variables is written

without subscripts.

We will also write:

1
— Ey(t)
nt

X
1

1
x
1
 (t)=

n 

1
X2 	x2(t)
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1
Myy ":2 -- E(y(t) 	 Sr- )

2

 n t

m 	 = 1-- E(YN-STXx (t)-R1 )yl 	 n 	 1

1
33

-	

E(x (t) - )7 3 ) - n

Also, using "hats" A) Q indicate estimated variables we will write:

_ 1
(ii())

2 	 1s	 = ----E(ft (t)) 201 	 n-2 t 01

2s 	 = 	 (t))
21

013 n-3 t 	 3

For the estimated variances of the coefficient estimates we can write

A
Est, var 	 s 2 	 1 	 2 	

,A. 	
.Z.,-L

1 	 m ') 	
+ x

	

- -.	 1
. a 	 =01 	 a 	 12 sOl 	

,

	

01 	 mla 	 12-2 yy mil 	 m11

R x 4, m R2

s2 	
R12 

mi 1 3 11 3 
013	 a013 = 12 52013 (1 ml1m22 m1,32

Est. var. a

A. 	 2Est. var. e = s

Testi was 	 a=c=d=° 	i. e. y(t)= bx

We need the statistic

E(û (t)) 2 	(t) ) 2 12-3-1F
3.8 

= t 
E61(t))2 	

•	

3

u t)

Omitting the time index we will write



F
3.8 .74

" 2 	 A2Eu
1 

- Eu

A2Eu

8
3
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" 2The regression program used did not give Eu i , so instead we used the

following procedures:

(z1,41. 2 	 ,A2 N 	 ,,A2 	 A2\
Luol i	 kLuoi - Eu )

F38
	 -.;"-1- 	 A2

Eu

F
2 8 =

A2 	 A2Eu
01 

- Eu
12-3-1

A2 	 • 	 2Eu
i.e.

"2
Zu01 	 2= 	 F 	 4.1
A2 	 7-, 2.8

tu

,e...2 
	

,..a2
tt 	 "1 	 LI 01 	 12-1-1 F 	 = 	 .
1.10 	 "2	 •	 a.Eu

01

Here F
2.8
	 is the test statistic for testing the hypothesis c=d=0

(in (0)) and F"
1.10

is the test statistic for testing the hypothesis

a01 = 0 (in (3)). (The last expression for F
1
	may be checked by
.10

insertion and illustrates the connection between the "F-statistic" and

the "t-statistic" (=-1—), when "k", the number of coefficients to be
a01

Inserting in F
3.8 

we have

Ÿ2

tested is 1).

,.,2 	 Ea2 .... Ea2 	 „2 	 ,2
-

8 
Eu

01 	1	 10 	1	 01 	8 2	 8 	
Eu

 01 	
Eu

• 4. 
	3.8	 3 Eu10	 1 	 Eu 	3

 8 	2 Eu
01

â612 2
0,2FL 8 + 0,8) ( s 	)

	

' 	 -3- 11 2.8
a
01

Expressing F'
8
 by the coefficients of multiple correlation, we have

2.

,2 	 ,2 	 2 	 2

2. 
Eu -Eu 	R -R
01 F' 	 =

Ea

	

2.8 	 2 	 2 	
1-R

2
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where

ni mYY
E112

2 	 01R = i •
0 1	 n•to YY

R and R
01 

are given by the cpmputer program, and we can consequently

compute F 2,
8.a01

 is also given by the program, whereas sau had to be

computed from the formula

-2
1 2 

M
11 

X
1 s 	=-sa01 	12 01	 m

11
-

where s
2 , m

11 
and xi are given by theca computer program.

We thus have the elements for calculating F3.8 . However, we are

only interested in the critical values for F3.8 . Under our assumptions

F
3.8 

'S. 4.07 in 95% of all cases and F38 	 7.59 in 99% of all cases if our

hypothesisa=c=d=Ois correct. we consequently worked out a

procedure by which we could decide the size of F3.8 in relation to the

two critical values above in the following way:

First, we tabulated the function

112 	 R2
01F' 	 =

2.8 	 1 - Rz

or rather

R = \I R2 - 1.(1-R01 	 4 	 2.8

For concequtive values of R, from 1,000 to .447 and for the following values

of FL 8 : 1.00, 2.23, 4.46, 5.416, 6.11, 8.65, 10.92 and 11.39. By reading

off R and R
01 

from the computer program, we could then decide in which 	 .

Intervall F' .8 would be.2
Further, from the formula for 

F3.8, 
we can decide, for any given value of

Aa
F • 8 haw big 	 ) can be before F38 exceeds 4.07, and 

before it exceeds
a01

7.59.

The results of this testing are indicated by code numbers in the

following way:

^22 	 Eu R =
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Value of F3

F
3.8 

44 4.07-

1)
4.07 	 F38 < 7.59. -

4.07 < F
3.8 5- 7.59

7.59 < F
3.8

7.59 < F
3.8

7.59 < F3.8

Value of F'
2.8

FL 8 5.. 4.46

4.46 < F'
8
 5. 8.652.

8.65 < F 8

Code number

1

2

The reason for differensiating between the F'
8
 -values when F3.8 > 7.592.

is that we need the F'
8
 -values in test 4.2.

Under our assumptions F
3.8 

will exceed 4.07 in 1 of 20 cases and

it will exceed 7.59 in 1 of 100 cases if the hypothesis is correct. The

input items with code numbers 6, 7 and 8 were subjected to further testing

of alternative hypotheses.

Test 2 was applied to those input items for which the hypothesis a = e =
d = 0 was rejected, giving a value of F3 8 exceeding 7.59, i.e. a value

which would only be realized 1 time in a hundred if the hypothesis was

correct.

The hypothesis now is a = c = 0 i.e.

y =bx1 +dx + u

We now need the statistic

^2 	 E^2
12-3-1 1113 - u F28-	2 Eu

Here, again the computer program did not give 13
a and we used the follow-

ing formulations

2 	 2 	 ,2 	 ,2
__ 12-3-1 aft 13 - Eg 013  + (11013 - Eu ) 

F2.8 	 2 	 2Eu

1) Some of these items could be somewhat less than 4.07.
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„2Ea
2
013

- Eu
F' 	 = 12-3-1 	 (L)
1.8 	 1 	 s

c
512

2

„2 	 ,2Eu - Eu
013 	2F'	 - 12-2-1	 13 	a013 

( 	 )1.9	 1	 ,2

	

Eu
013	

s a 
013

We have now

„2	 ,2

	

12-3-1 • 1 
Eu

013 12-2-1 Eu13 -	 013 F 28F
2.8	 12-2-1	 2 Eû2	 1	 Ea2

013
2	 ,2

1 12-3-1 E00
13 

- Eu

+ 2 	 1 	
Eq

2

1 7„2
•1  "013 	 å013 2 1 E 2

= 21 512 	 (s-) + (-;--)
a013 	

c

2
/. 	 21 s 013	 a013 2

=	 2	s 	• (s
a013	

(fs---
C

)

2
Here s2s

13' a013 , and-- are given by the computer program, whereas

	

0 	 s c

s 2 must be computed from the formulaa013

-2 	 .... ... 	 -2
2	 1 2 	 , 	

m
33
x
1 
- 2m13x1x3 + mi x3

	= - s	 (i. +	 )sa013	 12 013	 2
m

11m
33 - m13

where s
013

, m
11

, m
13

, m33, x
1 

and x
3 

are given by the computer program.

We thus have the elements for calculating F 2.8 . Under our

assumptions F
2 8 

will exceed 4.46 in 1 of 20 cases and it will exceed

8.65 in 1 of 100 cases if the hypothesis is correct.

We gave a code zipher 0 to those input items for which F2.8 - 4.16,

1 to those with 4.16 < F 2.8	8.65 and 2 to those with F > 8.65. The

input items with code 2 were then the subjects of further testing of

alternative hypotheses.

Test 3 was applied to those input items for which the hypothesis a =.c =

(as well as a ='c = d = 0) was rejected at the 99 per cent level, i.e.

giving values of F
28 

exceeding 8.65.
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The hypothesis to be tested was

b =c=d=0	 i.e.	 y=a+ u

We need the statistic

A2 	 A2
Eu - Eu
0 	 12-3-1 _	 1 - (1-R2 ) 	2 R2

F
3
t 	=8	 E	 ---	 1R2	

=.	 ^	 3	 3	 3	 2
u2	 - 	 1-R

R is given by our computer program.

Under our assumptions F 8 > 4.07 in 1 of 20 cases and > 7.59 in 1 of3.
100 cases if the hypothesis is correct, and

F '5, 4.07 when R 	 0.777

F 	 7.59 when R 	 0.860

We gave code zipher 0 to those input items for which R 5. 0.777,

1 to those for Which 0.777 < R 5- 0.860 and 2 to those for which R > o.86o.

Since the present null-hypothesis assumes input to be independent of

output, and thus is contrary to the Leontief theory we apply a test level

of 95%, and consider the hypothesis as rejected for inputs for which

R > 0.777. These input items were then subjected to further testing.

Test  was applied to those input items for which both the hypotheses

a = e = 0 (and a = c = d = 0) and b = c	 d = 0 were rejected.

The hypothesis to be tested was

= d= 	 i.e. y = a 4. bx	 u

We need the statistic

A2 	 A2
f Eu

01 
- Eu

12-3-1 
F2.8 = 	 "2 	 2Eu

But this statistic was already computed under test 1 and the results

have been identified in the code giving also the results of test 1.

We have: the code number of test

is 6 if FL 8 4.46

" 4.46 < F' 8 5- 8.652.
8 " 8.65 < F 8

Under our assumptions FL 8 will exceed 4.46 in 1 of 20 cases and it will

exceed 8.65 in 1 of 100 cases if our hypothesis is correct. The input

items with code number 8 were subjected to further testing.



A2 	 A2Eu - Eu
02 	 12-3-1 

A2 	 2
Eu

2 2
R R

02 

1 - R
2F

2.8
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Test 5 was applied to those input items for which the hypotheses

a = e = O (and a = c = d = 0) and c = d = 0 (and b = c = d = 0) were

rejected.

The hypothesis to be tested was

b = d = 0 i.e. 	
= a02 	 c02t u

The statistic we need is

Our program did not compute R02' so it had to be computed from

yl
R
02 Imyymaa

On the basis of R and R02 we could decide the size of F2.8 .

Under our assumptions F" 8 will exceed 4.46 in 1 of 20 cases and it will2.
exceed 8.65 in 1 of 100 cases if the hypothesis is correct.

fl
We gave code number b if F2.8 

5- 4.46
fl

code number J. if 	 4.46 < F2.8 < 8.65
fl

and code number 2 if 8.65 < F
2.8

Since the present hypothesis is contrary to the Leontief theory, we

considered it as rejected if F .8 > 4.46.

Test 5 was the final test.



A2 	 ,2Eu 	 Zu
3(3) 	 F 	 =

3.8

	„...2 	Eíì)(Eu - Eu ) 4- (Eu - Eu ) 	 8

	

3 	 2 	 2
2zeEa
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Appendix B. Relationship between the test statistics F
38 

and
 F28 when..

one of the hypotheses implies tbe other.

Let us use the following notations for the residuals:

a(t) 	 is the residual term for year t in the estimate of the full equation

with four coefficients (including the constant, n =3)
512 E

t
0.(0)2

03 (t) 	is the residual term for year t in the estimate of the equation

with 3 constants set to zeroe(k=3)
,2

Zu 	 =
t 3 (t))

2
3

a 2 (t) 	 is the residual term for year t in the estimate of the equation

with only 2 of the constants set to zeroe, these being two of the

three constants set to zeroe in the computation of a3 (t)

EG (a (t))
2

2 	 t 2

We must then have

E -2 	 „2
(1) û - Zu

3 	 2

Further:

Efi
2
	Zu
2(2) F 	 = 	2.8

8 

and

	EG2	 Eu22 	 3 	 8 >
•	 -	 F2.8= -3- '2.8 	

2

Since we know that equality is not excluded in (1), it is also not

excluded in (3). Thus, if we have two critical values, T3.8 and T2.8 , such

that for the given probability level, the values are

(4)=	- 3.8 	 10 2 08

we may happen to find

(5) 	 F 	 <

	

3.8 	 3 •8
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(6) 	 F
2.8 

>

Using (3), (4), (5) and (6), we have

-- F 	<F	 < 	 = 	 < 9 F
2.8 	 3.8 	 3.8 	 10 2.8 	 10 2.8

which gives

30 F3.8 < 27 F 2.8 ,20 F2.8

which need not be inconsistent.
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