


Introductionl)

The following presentation of a statistical analysis of the form of input-output relationships
in the Norwegian economy in the period 1949-1960 has been divided into three parts with altogether
26 chapters of varying lengths, two appendix tables and two textual appendices.

The analytical approach and the data are presented in part A, which contains a description of
the analytic model (Ch. I), a presentation of the data (Ch. II) and a description of the processes
which were applied to the data (Ch. III).

Part B gives a discussion of methodological problems in analysing and interpreting the results
(Ch.s IV - IX).

The numerical results are given in part C, where the importance of a number of charasteristics
for the relationships between inputs and outputs in the production sectors are studied (Ch.s X - XXV).
An attempt to summarize the main findings is made in chapter XXVI.

Only summary tables have been reproduced in the text, whereas the detailed tables are entered

in a separate section of Detailed tables (Tables D 1 - D 37) at the end of the text.

PART A. PROBLEMS, DATA AND METHOD

I. The analytic model

In this original presentationz) Leontief formulated his assumption about the relationship

between inputs and outputs in production for an "industry" as a simple proportionality, which we may

write:

(1) Xij = bijxj (i=1,2 ...n, j=1,2 ...n)

where

xj = quantity of output produced in industry (sector) j (measured e.g.
in value at fixed prices)

Xij= quantity of input produced by industry i and used in industry j for
the production of x, (measured e.g. in the same way as xi)

bij= a constant proportionality factor

n = the number of industries

Leontief himself has pointed out two principal advantages of this formulation:

1) The relationship is mathematically simple and may be handled without difficulties by simple
computational equipment, even in a model with a large number of industries. It was Leontief's
contention that a simplified form of the production function, which allowed for a realistic industrial
breakdown of the macroeconomic production function might give a more realistic representation than the
use of more complicated functional forms, which - at least at that time - would require a more
aggregated industry specification in order to be handled by available computation techniques. It is
still true that a simple mathematical form can more easily be handled computationally than a more
complicated one.

2) The other advantage of the formulation (1), which Leontief emphasized, is the easiness of

estimating the coefficients (bij): Just one set of observations of Xj and xij are necessary.

It is generally recognized that many slightly more complicated forms of the basic relationship retain
much of these two advantages. In the more than thirty years since the Leontief model was first

introduced, progress in computation techniques as well as in the availability of data, has made its

1) I am indebted to several persons for advice and critical comments to earlier versions of this
paper. They are in alphabetical order Arne Amundsen, Odd Aukrust, Jan M. Hoem, Vidar Ringstad and
0dd Aalen. None of them are to blame for shortcomings and errors in the final result. ,

2) See for instance The Structure of the American Economy 1919-1939. Oxford University Press.
New York 1951.



two principal advantages somewhat less important. On the other hand, planners' and research workers'
desire for even more details have tended to counteract this effect. Irrespective of how much ease
of computation and estimation may count, the decisive criterion for the acceptance of the Leontief
theory must be its degree of realism.

In a previous paper I have discussed criteria for evaluating the stability of Leontief
coefficientsl), and in another paperz) I have discussed the effects on coefficient stability of
aggregation and disaggreation in the sector specification, and also reported on the variability and
the existence of trends in ordinary input-output coefficients computed on the basis of Norwegian
national accounts figures over the 12 year period 1949-1960.

One possible cause of instability in the simple Leontief input-output coefficients might
be that the relationships between inputs and outputs are of a more complex form. The subject of
the present paper is an analysis of the Norwegian national accounts figures for the period 1949-
1960 in order to test the form of the relationship between inputs and outputs. The forms which are

tested are all special cases of the following more general function:

(2) xij(t) = (aij + cijt) + (bij + dijt)xj(t) + uij(t)

where

xj(t) = volume of production in sector (industry) j in the year t
Xij(t) = quantity of input no. i used in production in sector j in the year t

a,., b,., c.,, and d,. = structural constants
1] 1] 1] 1]

uij(t) = an error term for the delivery from i to j in the year t

From this function and the ones we obtain by assuming one or more of its constants to be zero,
we get the following alternatives (we use the non-zero constants in each form as superscripts to
distinguish the alternatives, and we also have given each form a verbal identification bearing on the

implied relationship between input and output):

(3) Proportional, no trend (The ""pure"Leontief form):

xij(t) bijxj(t) + uij(t)

(4) Proportional trend (The Leontief form, with a smooth change in the

coefficient over time):
bd bd bd
xij(t) = (bij + dijt) xj(t) + uij(t)
(5) Linear, no trend:

ab ab ab
P .. X, + .
xij(t) - aiJ + le xJ(t) uij(t)

(6) Linear, trend (The "basic" form, (2), above)

xij(t) = (aij + cijt) + (bij + dijt)xj(t) + uij(t)

(We write this form without superscripts)
(7) Independent (i.e. linearly independent), no trend

_ .a
xij(t) = aij + uij(t)

1) Per Sevaldson: Changes in Input-Output Coefficients in: Ed. T. Barna: Structural Inter-
dependence and Economic Development, London 1963.

2) Per Sevaldson: The stability of input-output coefficients in: Ed.s A.P. Carter and A. Brody:
Applications of Input-Output Analysis. Amsterdam, London 1970. Also as Artikler fra Statistisk
Sentralbyrd (Articles from the Central Bureau of Statistics) No. 32, Oslo 1969.



(8) 1Independent, trend

Xij(t) = ai? + c??t + u??(t)

In (4) we make no distinction between the cases where the coefficient b?? is zero and those
where it is different from zero, since the important features of (4) is that it has a proportionality
term with a trend component and no systematic term which is independent of output. Correspondingly,
in (6), we do not take into consideration whether one or both of aij and bij are zero or not, since
the main features is the linear, non-proportional, form of the relationship between input and output,
with trend components in both terms. In the same way, no distinction is made between cases of Zero
and non-zero ai? in (8). However, it does make a difference in the evaluation of the test results
whether the coefficient bij is positive or negative in the linear form. We must therefore subdivide

the forms (5) and (6) into

(5a) Linear, positive, no trend (b?? > 0)
(5b) Linear, negative, no trend (b?? < 0)
(6a) Linear, positive, trend (bij > 0)
(6b) Linear, negative, trend (bij < 0)

We have thus four basic forms: the proportional, (3) and (4), the linear, positive, (5a)
and (6a), the linear, negative (5b) and (6b) and the independent, (7) and (8), each of them with or
without trends in one or more of the coefficients. We have chosen to consider both the cases of
proportionality and linear positive relationships between input and output as confirmations of the
Leontief theory, and to consider the linear negative and the independent forms as refutations of this
theory.

We do only take into account linear relationships between inputs and outputs, assuming that
all forms of interdependence can be represented more or less approximately by these linear forms.

We assume that the cases where non-linear dependencies take the effect of linear independence are so
exeptional that we may ignore them.

Neither linearity instead of straight proportionality between input and output nor the
existence of trends in the proportional or linear forms imply serious computational complications in
the use of the model. But only the coefficients in the proportional form with no trend can be
estimated on the basis of one set of observations alone. The coefficients of the linear form with
no trend can be estimated on the basis of observations for two years. However, in order to provide
significant estimates, the changes in production volumes between these years will in general have to
be of a sufficiently large order. This they will normally not be for all production sectors, unless
the years are relatively far apart. But in that case the problem of technological changes in the
coefficients between the two years must be considered.

The estimation of trend coefficients obviously requires time series data, and the
extrapolation of such trends raises problems of its own. As soon as data for more than one year are
required, deflation problems must also be faced. Consequently, if the simple proportionality
assumption for the coefficients has to be given up, the data requirements for input-output analysis
will be a multiple of what it will be if this assumption can be maintained.

When the form of the relationships (if any) between inputs, outputs and time are given, the
next question is how precise estimates of inputs can be made for given outputs and time. If they can
lead to sufficiently precise estimates, all our alternative forms of the relationships are equally
useful, provided we have the necessary data for estimation of their parameters. Even cases where
inputs are independent of output represent no problem if sufficiently precise estimates for any given
year can be made on the basis of the averages of observed magnitudes in previous years, or by

extrapolation of trends through such observed magnitudes.



In ordinary input-output analysis the simple proportional form is assumed for all relation-
ships between.intermediate inputs and outputs in the production sectors. However, it is quite »
possible that the relationship between volumes of input and volumes of output may be closer for some
types of inputs and outputs than for others, and also that the relationships may take on different
forms for different types. If systematic differences can be established, they will give indications
of how the simple Leontief model most profitably can be improved through further research into the
structure of the production functions.

An important aspect of this study has consequently been to investigate wether any systematic
differences could be discovered in the forms of the relationships between differeunt types of inputs
and outputs. Such differences could be related to characteristics of the input items themselves or

to characteristics of the producing or receiving sectors.

II. The data

The basic data for this investigation are provided by Norwegian input—output accounts in
fixed 1955-prices for 89 production sectors for each of the years 1949-1960, althogether 12 years.

The same data have also been utilized in several other investigations under the same research

projectl).

This is not the place for a full description of the basic statistical data and the methods of
prosessing of these data, which culminated in the series of input-output accounts in fixed pricesz).

However, it should be emphasized that the national accounts figures are the results of a rather
extended system of processing of a body of primary statistical observations, which, even though it
maintains high standards in regard to coverage and quality, is by far not comprehensive and consistent
througout. Errors in reporting and mechanical as well as judgement errors in the various stages of
processing may have affected all the elements in the input-output accounts. The precision in the
data probably varies both with rows and colums in the input-output table. Due to scarcity of
statistics it is probable that the greatest margins of error are to be found in the figures for inputs
to and outputs from some of the service sectors. A particular problem is the question of consistency
over time in the observations and their processing.

The expansion and general improvement of the Norwegian statistical system over the period must
have had conciderable effects on the precision of the figures and may at the same time have impaired
their comparability over time.

One particular source of variations in input-output proportions appears to be shifts in the
designatjon of the production sector of origin for a given type of input.

The various types of error may have contributed to obscuring possibly stable relationships
between inputs and outputs in the production sectors, but the estimation procedure may alse have
tended to introduce stable proportions where in reality there are none. The latter type of error may
in particular have occurred at stages where human judgement comes into the process of estimation.

For each of the 89 production sectors we have for each year figures for gross production
1) See for instance: Per Sevaldson: "The Stability of Input-Output Coefficients" in "Applications
of Input-Output Analysis" Eds. A.P. Carter and A. Brody. Amsterdam, London 1969. Also as "Artikler"
No. 32 from the Central Bureau of Statistics of Norway.

-~ "Substitution and Complementarity Effects on Input-Output Ratios" Working Papers from the Central
Bureau of Statistics of Norway, IO 69/14. Mimeographed, Oslo 1969.

- "Studies in the Stability of Input-Output Relationships. Effects of Aggregation and Changes in
Coefficients on the Result of Input-Output Analysis" Working Papers from the Central Bureau of
Statistics of Norway. IO 72/6. Mimeographed, Oslo 1972.

2) A relatively detailed description is given in "National Accounts 1865-1960", Central Bureau of

Statistics, Oslo 1965.

See also Thomas Schigts: "The use of Computers in the National Accounts of Norway". The

Review of Income and Wealth, No. 4, Dec. 1966.

and

Erik Homb: Calculation of National Accounts at Constant Prices in Norway. Mimeographed note.
Central Bureau of Statistics of Norway. Oslo 1967.



including intrasector deliveries (registered deliveries between establishments within the same
production sector), intrasector inputs, inputs from each of the other production sectors and inmputs

from each og 62 "import sectors"l)

all in fixed 1955 purchasers' prices. As the difference between
gross production and the sum of all inputs we also have value added at 1955-prices for each sector.

For each of the commodity producing sectors trade margins on its products was registered as an
input from the sector Trade. By deducting the value of this input from the gross production value at
purchasers' prices we obtained gross production value at producers' prices.

Since the size of trade margins were believed to depend on the use of the products, and since
the distribution of the products of a sector over its various uses may vary from one year to the next,
the sum of trade margins on total sector output was belived to be an unstable element in gross
production at purchasers' prices, and consequently gross production at producers' prices was chosen as
a measure of sector output.

Four of the production sectors are dummy sectors for the redistribution of unallocated items
and 6 sectors had no inputs in the observation period, so that value added and gross production were
identical. This left us with 79 sectors for which the relationships between inputs (at 1955-
purchasers' prices) and gross production (at 1955 producers' prices) could be studied.

These sectors received inputs from 71 Norwegian production sectors and from 55 import sectors.
Each import sector except one ("invisible imports") functions as a distributor of import goods
corresponding to the products of one particular Norwegian sector. In addition there is for each of
the 79 sectors an input item for value added.

The list of sectors is given in appendix tables I and II.

Our data for the 79 production sectors include about 1500 input items (including value added).
However, some of these are very small and therefore subject to large relative changes due to arbitrary
causes, like rounding and balancing adjustments. As a consequence all input items which were less
than 2 per cent of gross production in the receiving sector in all years, and which were also less than
1 per cent of gross production in at least one year, are lumped together into one item ("small
unspecified") for each sector. These input items, 75 in total, are not analysed in the same detail as
the others.

There remaines then 477 specified input items, 79 gross value added items and the 75 small un-
specified items.

Since the gross value added items are the difference between gross production and input sum
for each sector, they are not entirely independent of the sepcified input items.

In the sequel we shall consider the 477 specified input items as a reference group, and compare
the results for specific subgroups or combinations of input items with the results for this group.

Each of the 477 specified input items is charasterized by sector of origin and by receiving
sector.

These items have been grouped according to wether the sector of origin was a Norwegian
‘production sector or an import sector, and each of these two groups have been further subdivided in
the following way:

When a receiving sector used inputs from both a Norwegian sector and the corresponding import
sector, these inputs were classified as competitive, all other inputs were considered to be non-—
competitive. Accordingly we get a subsivision of specified inputs from Norwegian sectors into
competitive and non-competitive and also a subdivision of sepcified inputs from import sectors into
competitive and non-competitive. It should be noted that input deliveries from the same sector may be
classified as competitive in some receiving sectors and non-competitive in others. 'Since the
classification into competitive and non-competitive inputs was made on the basis of all the about
1500 input items, there is not one specified competitive imported input item for each specified
competitive domestic input item or vice versa. (There are 86 cases where both domestic and corre-

sponding imported inputs to a sector are large enough to be specified).

1) Imported commodities grouped according to the assumed sector of production (in the country of
production).



We get the following groups:

Norwegian, competitive: 161 input items
Norwegian, non-competitive: 153 input items
Imports, competitive: : 137 input items
Imports, non-competitive: 26 input items

Total specified 477 input items

On the basis of the specified and unspecified input items in each receiving sector we also
formed the following aggregates:

The sum was formed of each item of Norwegian competitive input and the corresponding imports,
competitive input when this sum was above 1 per cent of gross production in the receiving sector in
all years or above 2 per cent in at least one year. This group of input items was calles "competitive
inputs combined". There were 225 of these items.

The sum of all input items which were believed to contribute to the supply of energy in each
receiving sector, were taken and termed "fuels combined". There were 53 of these items.

Inputs for which the sum of corresponding Norwegian and imported inputs in at least one year was
above 10 per cent of gross production in the receiving sector were termed principal inputs, For each
receiving sector the sum of each principal input (if any) and those inputs which were believed to be
close substitutes for it was taken and these sums were termed "substitution groups". There were 53
such items.

For each sector the sum of all imports was taken. There were 68 "import sums".

Our data thus consists of input and corresponding output observations over the 12 year period

1949-1960 for the following 10 groups of inputs which we shall refer to as "basic groups".

Norwegian, competitive: 161 items
Norwegian, non-competitive: 153 items
Imports, competitive: 137 items
Imports, non-competitive: 26 items
Competitive inputs combined: 225 items
Fuels combined: 53 items
Substitution groups: 53 items
Import sums: 68 items
Gross value added: 79 items
Small unspecified: 75 items

Total 1 030 items

Of these the four first groups will usually also be combined to the reference group of "all
specified inputs'. Since the Fuels combined items may be considered as special cases of substitution
groups they have in som tables been mérged with Substitution groups. And in some tables Imports,
competitive and Imports, non-competitive are treated together as Imports. In this way it has been
possible to obtain somewhat higher absolute frequencies than when all groups are treated separately.

It should be realized that all the other groups, except the group of value added items, are
sums of items picked in various ways from the four groups of specified input items and from the group
of small unspecified; and the value added items are related to the sum of all specified and un-
specified items (as their complement in total production). As a consequence of this it does not
make sense to combine all the 1 030 items into one large reference group. The various basic groups
are kept apart throughout the analysis, with the exception already mentioned.

All or some of the basic groups may also be subdivided according to additional criteria,
which make it possible to investigate if the outcome of the testing procedure varies between groups
and subgroups. ‘Such variations may give indications about the causes of differences in test results

between individual input items.



In general the input items were classified according to characteristics of the imput item
itself, its sector of origin or the sector receiving it. -
The characteristics of the input items, which are analysed are the following:
1) Characteristics of the input item itself:
a) Basic group (i.e. Norwegian, competitive, etc.)
b) Size of the input item i) in per cent of gross production in the receiving sector
ii) in million kroner (at fixed 1955-prices)
iii) in per cent and in millipn kroner simultgneously
c) Type of input, i.e. whether the input was direct materials, auxiliary materials,
packaging materials or services.
2) Charasteristics of the delivering sector:
a) A full specification of all the individual sectors of origin
b) Delivering sectors characterized by type as "extractive and service producing" or
"commodity processing" ‘
¢) Delivering sectors characterized by the number of specified deliveries.
3) Characteristics of the receiving sector;
a) Type, i.e. "extractive and service", "commodity producing" or "unspecified".
b) Size of average production yalue (in million 1955-kroner).
¢) Dispersion of preduction in relation to size of production,
d) Exjstence or nonrexistence of a trend in production.
e) Dispersion and trend combined.
f) Number of specified input items.

I1I, The computations

The variables were run through a computer program for least squares linear regressions. The
program could handle up to 12 variables (dependent and independent) taqgether, so that variables had
to be grouped in twelves or smaller groups, each group including as the three first items the
"independent" variableg: xj(t), t and c-xj(t) respectively, and xij(t) for eight i's as the remaining
eight variables,

The program did not compute regressions without constant terms and 4id npt compute any measyre
of serial gprreiation, like the Durbin-Watson statistic.

On the basis’of an a priori assumption that all relationships between inputs and outputs are
special cases of the form: ‘

. =a.. +b,.x, . . tX, +u,,
XiJ(t) a1J * lexJ(t) + clJ; + letxJ(t) “1J(t)

our problem was to test if some of the coefficients were zero,
By the program we could compute least squares estimates for the basic
form

xij(t) =0yt Bijxj(t) T LI 6ijtxj(t)

and the alternatiyes:

of
ij

oB o8
xij(t) =Q,, + Bijxj(t)

8 aBs

S, a8 aBS
xij(t) "o + Bij xj(t) + 6

ij

apy _ aBy aBy oy
Xij'(t) T 0y + 6ij xj(t) * Yij t

txj(t)
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We wanted to use the results to test the hypotheses that some of the coefficients in the basic form
are zero.

The results of such tests will depend on two types of choises:

a) the test criteria chosen and

b) the order in which the various tests are applied.

a. Test criteria

The test criteria were choosen so that, assuming the residual error to be normally distributed
with zero mean, constant variance and no serial correlation, and ignoring the problems of applying a
succession of test criteria, a hypothesis which is considered to confirm Leontief's theory runms a risk
of being rejected in one out of 100 cases where it is correct ("the 17 level™), whereas a hypothesis
which is considered to contradict Leontlef s theory has a chance of being rejected in one of 20 cases
where it is correct (”rhe 5% 1 evel") Only hypotheses implying bij =d,. = 0 were considered to

1]
contradict Leontief's theory in this connection. (We did not distinguish between positive and negative

values of le in the testing procedure.)

b. The order of testing

The tests were applied:in the following order:

= - - . b
(1) aij = cij dij 0 i.e. (t) b x (t) + ulj(t)

If (1) was rejected at the 17 level, test

(@) a=e =0 i x (0 x (t) + d“tx (t) + ubjm

If (2) was rejected at the 17 level, test

- _ .a a
(3) bij = Cij = dij =0 i.e. Xij(t) aij + uij(t)

‘If (3) was rejected at'the 57 level, test

W) egy =4 =0 i x(0) = .‘J?+b x(t)+u (c)

If (4) was rejected at the 17 level, test

. ac ac ac
(5) bij = dij =0 i.e. xij(t) = aij + cijt + uij(t)

If (5) was rejected at the 5% level we accepted

() =a,. +b,.x.(t) + c..t +d,.tx.(t) + u,.(t
le( ) a1J leJ( ) clJ 1] XJ( ) 1J< )

It sholud be emphasized that both the test criteria and the order of testing are biased in the
direction of favouring the Leontief theory. We wanted to find out whether the data indicated a need for
modifications in our chosen basic hypotrhesis, not to use the data to choose a best fit, The order of

testing, in particular, was important for the outcome. Had we chosen to start with testing the

hypothesis (3) b = cij = d = 0 instead of (1) a, i = clJ = d1J = 0, the results would have been
different. Trylng this reversed testing order, it turned out that we would have been led to reject the
Leontief theory (e.i. put bij = dij = 0) in about 1/3 of all the cases instead of in only 1 per cent,

as we will with the chosen ordering of the tests. (Compare tables la and 1lb, 2a and 2b).
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Table la. Forms of the regressions of inputs on outputs for basic categories of inputs.

Numbers of input items.

S o b
e el R o
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8668 58 £6 EFS Jf& BE 88 82 EF 29 g2

=) é:: 50, Ec < o [ SIS :Elu n ﬁ [GAN] m 3

Proportional, no trend vee.e,. 107 87 96 16 306  1h7 33 30 L5 L8 51
Proportional, trend «oeeeeves. 43 Lo 32 9 133 67 13 19 16 20 17
Proportional, t0t8l «eqesayesn 150 136 128 25 439 21h4 L 49 61 68 68
Linear, positive, no trend ,.. 3 3 3 - 9 1 1 1 2 5 2
Linear, positive, trend «..,.. 1 2 2 1 6 1 1 1 3 3 -
Linear, positive, total ,..... b 5 5 1 15 2 2 2 5 8 2
Linear, negative, no trend ,.. 3 3 1 - 7 1 3 - - 1 1
Linear, negative, trend ..,.., 3 5 3 - 11 6 1 1 1 1 1
Linear, negative, total ,..... 6 8 L - 18 7 L 1 1 2 2
Independent, no trend yeseeeye - 1 - - 1 - 1 - - r 2
Independent, trend «eeegeeeqss 1 3 - - I 2 - 1 1 1 1
Indenpendent, total segeeqsone 1 L - - 5 2 1 1 1 1 3

™
o

TOBAL sopuoqeproacepsanaresasse 161 153 137 b7 225 53 53 68 79 75

Table 1h. Forms of the regressions of inputs on outputs for basic categaries of inputs, Numbers of

input items, Changed order of testing.

T
1

] @ Lo
> I 54
ol e o] & o
. o hat o 209 0’3 8 w © o
Form of regressign B AL > v 4 LA o g 3 8
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29 28 A9 Hg Z5 8% £8 &k H 8% &3
Proportional, no trend ...,,. it} 61 38 11 159 86 21 28 27 L2 35
Proportional, trend seeeceses 35 36 30 8 109 55 8 17 15 19 15
Proportional, total «euieevsss 8y 97 68 19 268 1k 29 k5 k2 61 50
Lingar, no trend «sepsvesoysy 6 6 in - 16 2 L 1 2 6 3
Linear, trend coreeqorevaessy L 7 5 1 17 7 2 2 N L 1
Linear, total seeeercnesrscas 10 13 9 1 33 9 6 3 6 10 I
Independent, no trend seeeees 66 Lo 60 6 172 73 18 L 19 7 20
Independent, trend soceqecoq. 1 3 - - 2 - 1 1 1 1
Independent, t0tal vovseaoyon 67 43 60 6 176 75 18 5 20 8 21
o PN 161 153 137 26 LTT 225 53 53 68 79 75
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Table 2a. Forms of the regressions of inputs on outputs for basic categories of inmputs.

Percentage distributions.

o P

> (]

o o S

P © Rl o

M ot ol L Q ) 6] (0] L]
. - > i [ =] ot g =1 o}
Form of regression B @ ft o~ 0 L 5 — -
L) w oy I8 P o ie} j=] %] @ Gq
W i W @ < @ FE) > el
FEQRE) 4+ 2 @ 20 (-] - ow P o
[T} | e ) m e IERroN 1% n ~ O
i 4L b FR o9 A% 0§ 8% 4B
8 HE 4% 8% £8 B4 H &Y A4
Proportional, no trend ....... 66.5 70.1 1.6 Oh.z  65.3  62.3 56.6 66,2 60.8 68.0
Proportional, trend ......... 26,7 23,4 34,6 27.9 29.8 2h.5 35,8 23.5 25.3 22.7
Proportional, total .eeeesse.e 23.2 93.5 96.2 92.1 95.1 86.8 92.4 89,7 86.1 90.7
Linear, positive, no trend ... 1.9 2.0 2.2 - 1.9 0.5 1.9 1.9 2.9 6.3 2.7
Linear, positive, trend ...... 0.6 1.3 1.k 3.8 1.2 0.b 1.9 1.9 L.y 3.8 -
Linear, positive, total ...... 2.5 3.3 3.6 3.8 3.1 0.9 3.8 3.8 7.3 10.1 2.7
Linear, negative, no trend ... 1.8 1.9 0.7 - 1.5 0.4 5.6 - - 1.3 1.3
Linear, negative, trend ...... 1.9 3.3 2.2 - 2.3 2.7 1.9 1.9 1.5 1.2 1.3
Linear, negative, total ...... 3.7 5.2 2.9 - 3.8 3.1 7.5 1.9 1.5 2.5 2.6
Independent, no trend seeeeen. - 0.6 - - 0.2 - 1.9 - - - 2.7
Independent, trend .sveeeecess. 0.6 2.0 - - 0.8 0.9 - 1.9 1.5 1.3 1.3
Independent, total cesveesaces 0.6 2.6 - - 1.0 0.9 1.9 1.9. 1.5 1.3 L.o

Total ceevevsonvescocsscaocencas 100.0 100.0 100,0 100.,0 10C.0 100.0 100.0 100.0 100.0 100.0 100.0

Of these; without trend ...... 70,2 6l.h 73.0 61.6 67.7 66.2 T1.7 58,5 69.1 68.L  Th.T
with trend .........  29.8 33.6 27.0 3b.% 32,3 33.8 28,3 Ml.5 30.9 31.6 25.3

Table 2b. Forms of the regressions of inputs on outputs for basic categories of inputs. Percentage
distributions., Changed order of testing.

[ @ : Lol
B> > [0}
ord o fe} s}
o o ) bt 3 P 8 0 ) e
Form of regression R, A R 2B P g5 3 A
ad o & ~ Ry 3] £ 0 o] 3 7] o [
ord o o~ o (oI mg Q o [0 + > o
b0 42 v O FERE] 4+ o’ 2 0m =] ) + [3)
S8 PY BB OBy % &n g9E wE 8 8% gi
5§ 55 E§ Bg gf HE 38 4B B sz d:
= o =g oo Jﬁg Q-H-O-H go u:'&‘o 5 é’g mg
Proportional, no trend ....... 20.5 39.9 27.7 L2.3 "33.4 38.2 39.7 52.8 39.8 53.2 k46.T
Proportional, trend «......... 21.7 = 23.5 21.9 30.8 22.8 2k.5 15.1 32.1 22.0 24.0 20.0
Proportional, total ..eee..... 52.2 63.4 49,6 73.1 56.2 62.7 54,8 849 61.8 TT.2  66.7
Linear, N0 trend .eceesesenses 3.7 3.9 2.9 - 3.3 0.9 7.5 1.9 5.9 7.6 4.0
Linear, trend c.evececeeececees 2.5 4.6 3.7 3.8 3.6 3.1 3.8 3.8 2,9 5.0 1.3
Linear, total ccessesoosanssss 6.2 8.5 6.6 3.8 6.9 4.0 11.3 5.7 8.8 12.6 5.3
Independent, no trend ........ 41.0 26,1 43,8 23.1 36.1 32.% 33.9 7.5 27.9 8.9 26.6
Independent, trend ccesoeasses 0.6 2.0 - -~ - 0.8 0.9 - 1.9 1.5 1,3 1.4
Tndependent, total ..eo........ h1.6 28,1 13,8 23.1 36.9 33.3 33.9 9.4 29.4 10.2. 28.0
TOLAL +eunnnnnnenneneeeseesess 100.0 1006.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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PART B. METHODOLOGICAL PROBLEMS

Two aspects of the present investigation raise methodilogical problems to which there are mo
easy standard solutions. One set of problems relate to the multiple testing procedure used in sifting
our data through a process of successive tests. The other relate to the fact that we are interested
not in a few individual regression studies, but in a statistical population of such studies. The
latter aspect means that we face a problem of statistical analysis of the results of statistical
analysis., The results of our aomputations and groupings of the data are in a way straightforward, and
may be studied in part C of this publication. However, for a full understanding and interpretatipn of
the general implications of our results, it is necessary to understand and appreciate the strengths as
well as the limitations and biases implied by our methods.

The dhaptersof the present part, (Ch.. IV to IX) are the author's somewhat pedestrian efforts
to work his yay through the various problems of interpreting and assessing the power of the methods
employed. There did not seem to be more readily available standard methods at hand. Those who find

these chapters too cumbersome or boring, may still be interested in the numerical results in part C.

IV, The test

The tests that we used are based on methods for testing composite hypotheses in regression
models.l)
We have an "unrestricted" model
= + F oreree * +
Ay 7 ARt B%p ' Bt * U

“and a "restricted" model

t

B Yy T 8% *t8.X,, t .0 toa u

+
1%1¢ 7 B%2t nk n-k,t = Yt

fees ) 141 T Brkee

= ueye ma =0
' n

X.

it T ipdependent variable no. 1 in period t, measured from its average

i=1,2,,.0,05 ken;  t21,2,,..,7

v T dependent, variable, in period t, measyred from its average.

u, = residual terms
t . 2
Zt ug = least squares estimate of Zt u according to A
22 . 2 .
Zt ut 5 least squares estimate of Zt ug according to B

Then, if the "restricted" model, B, is correct, and if u, is normally distributed arqund zere, with a

finite yariance and no serial correlation, independent of X, the statistic

22
b
Fe U T R Y qenml

L S K

will be distributed according to the F-distribution, with k and T-n-1 degrees of freedom.
Substituting the multiple correlation coefficients, R and R' calculated aon the basis of the

unrestricted and the restricted models respectively we obtain:

) - (1-8%) ¢ T-n-1 _ R°- R'° Ton-1
‘ - :

l~R2 l--R2 k

(1-R'

=

i

Fk,'l‘—n-l

—_—
1) See e.g. J. Johnston "Econometric Methods", New York 1960,
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The variables in the models above are measured from their means, and the model equations have no
constant terms. When it is of interest also to test the constant, the variables may be measured from
the origin (zgro) and the constant may be included in (one or both of) the model equations. The
constant term, as is just iike all the other parameters and can.be tested (or not tested) jointly
with other parameters. No special treatment is required.

The steps in the testing program are described in detail in Appendix A.

V. Discussion of the testing procedure

Our test progfam haé no test for serial correlation in the variables and this is a rather
serious short-coming with this type of data.

We must also comsider the implication of applying our test criteria successively, as a set of
grids; through which the cases are‘sifted, We are concerned with the probability of rejecting a
hypothesis when it is correct ("errors of the first kind") and the probability of not rejecting a
hypothesis when it is wrong ("errors of the second kind").

In going from one hypothesis to the next we in some cases go from a more comprehensive, e.g.
a=c=d=0, to a less comprehensive, e.g. a=c=0, in the sense that the latter hypothesis is always true
if the former is true, but the latter may alsc be true if the former is wrong. In other cases we do
not have these simple relationships between the hypotheses. Let us first consider the step from one
hypothesis (A) to a less comprehensive (B) in the above sense: e.g. from a=c=d=0 to a=c=0. This

test is performed by computing the test statistic, which is such that when the more comprehen-

F3.8°
sive hypothesis, (A), is correct, and under the adopted assumptions, the probability that the computed
F-statistic shall have a value above a given limit, (F3.8 = 7.59), is 0.01 and when the hypothesis is
wrong the probability that the computed F-statistic shall have a value above this limit is "as great
as possible'. The more comprehensive hypothesis is then rejected for those cases where the computed
F~statistic is above the given limit.

For those cases for which the more comprehensive hypothesis is rejected, the less comprehensive
hypothesis, (B), is tested. A new test statistic, Fz,g’ is now computed, which is such that if the
less comprehensive hypothesis, (B), is correct, and under the adopted assumptions, the probability is

0.01 that F2 8 will have a value above a given limit, (F = 8.65), and when the hypothesis is

wrong, the probability that this test statistic shall haiéga value above this limit is "as great as
possible'.

It can be shown that the value of the former test statistic (FS.B) must be equal to or above
two thirds of the value of the latter for a given observation and that equality is not excluded.
(See Appendix B). However, the critical values of the former are up to 90 per cent of the
corresponding value of the latter for given probability levels. This implies that we could obtain
values of the F-statistics which led us to accept (nmot reject) the more comprehensive hypothesis, (A),
but to réject the less comprehensive one, (B). This, of course, is a peculiarity of the test, and we
will in the following maintain the more logical conclusion, that if the more comprehensive hypothesis
is not rejected, we assume eo ipso that the less comprehensive hypothesis has also not been rejected.

The consequence of this use of the test will be:

a) The probability of rejecting the more comprehensive hypothesis when it is correct is 0.01.

b) The probability of accepting the more comprehensive hypothesis when it is wrong is assmall
as possible, given a). )

c) The probability of rejection both hypotheses when at least the less comprehensive is
correct is somewhat less than 0.01.

d) The probability of accepting the less comprehensive hypothesis.when both are wrong, is as
small as possible, given the probability level under c), but not necessarily quite as small

as it might have been had the probability level under c) been 0.01.
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The situation may be illustrated by the following diagram:

Diagram 1. Relations between values of the test statistics F3 8 and F and the
decision rules adopted for acceptance and rejectidn of the more and less
comprehensive hypothesis,

Fygl

Rejection of both
hypothesis

Acceptance of less
15.38 comprehencive

P=0,001 ] hypothesis

Rejection of more

comprehensive
hypothesis
7.59
P=0-01 J|||l||||1|(||wr~ry.: ; .
[ Acceptance of - (cceptance of both hypothesis by convention,
~ both hypo- ,  lacceptance of more comprehensive and rejection of
4,07 4= thesis i |less comprehensive hypothesis by test criteria
P=0.05 : \ 1 A T T ™
- 1
C 1
C |
I T
T i T T
4,46 8.65 18.49 N
P=0.05  P=0.01 P=0,001 ‘
S

1) P = probability of obtaining correspending F-value when hypothesis is correct.

For some tests we do not apply the same probability level for the more comprehensive as for the
less comprehensive hypotheses. We use a test by which the more comprehensive hypothesis (under given
conditions) would be rejected in 5 per cent of the gases when it is correct, but the less comprehensive
hypothesis is tested by a procedure which would lead to rejection in only one per cent of the cases if
it is correct. In this case the critical value of the test statistic for the more comprehensive
hypothesis (F3.8) is less than half the critical value of the test statistic for the less comprehensive
hypothesis, (F2.8)‘ and the latter will never be rejected if the former is accepted.

When the hypotheses are not related in this simple way, the situation is more complicated,
alsp in the interpretation of test results:
ij " 0) and B: bij = dij
basic form. (We assume our hypotheses to be mutually exclusive, so that not both can be valid

Let us consider two hypotheses A apd B, (e.g. At aij =c = 0 in our
simultaneously, but they may both be invalid.) For each of them we compute and apply a test statistic
in the usual way, with a level of 0.01, The values which can be obtained for these test statistics
may be conceptually related, e.g. so that one will alyays be in excess of or smaller than a certain
fraction of the other, or so that the possible differences between their values are limited. In our
reasoning we will to some extent abstract form any such dependencies,

Suppose that hypothesis A is correct and B is wrong, and that we apply the test statistic for
A first, For in the average 1 out of 100 cases we will still reject hypothesis A.

Wether we now accept or reject B for the cases where A has been rejected is not very important,
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since both the conclusions: "A is wrong and B is right" and "A and B are both wrong' are erroneous.
There is a 1 per cent chance that our test procedure will lead us to an erroneous conclusion. If we
assume that the probability of accepting B when A is correct is Pg
1), then the probability of rejecting A and accepting B will be 0.01 Pg and the
probability of rejecting both A and B will be 0.01 (1 - Pg).

and independent of the test
statistic for A

Now suppose A 1s wrong and R is right. It is now an unknown probability that our test
criterion for A will lead us to accept A, We know about this probability that it is as small as
possible, under the condition that the same test criterion shzll only lead us to reject A in 1 out of
100 cases when it is correct. We term this probability PE. if we apply the test criterion for B,
irrespective of the outeome in regard to A, we will accept B for 99 out of 100 cases and reject it
for 1,

What are now the nrobabilirias that we will:

1) accept A
2) reject A and accept B

3) reject both A and B?

if we follow our procedure of first testing A, and testing B only for those cases where A is rejected.
We may set up the following diagram for a compiete testing scheme and the probabilities for the

possible outcomes:

Probability Conclusion Probability
PB a) Accept A and accept Bttt e L,
A Tttt — \ ‘-_.
vecept A and veject B - -l
b) Accept / SRR L 1/100 = 99/100

¢) Reject A and veioct B .7
}

i

B oot
P ieeinennnneee. d) Relect A and accopt
d J !

Here a) + b) with the probability ?? corresponds to conclusion 1) in our testing procedure. c¢) with

an unknown probability corresponds to concilusion 3) and d) with the unknown probability Pg corresponds
to conclusion 2) in the testing procedure. Thus the probability that we shall arrive at the correct

=~

> P, oz 1—p§ - 0.01. 1If the test statistic for B is

conclusion, d, is Pg, and we kvow that 1 -~ P, 2 P

= o

-

entirely independent of the outcome for A,Pg = (.99 (i"Pi) and the probability of arriving at an

erroneous conclusion will be (1»??) 0.01 + 0.99 P?. If the test statistics are not independent, the
a

two last expressions must be replaced by expressions in Pi which must be between limits which are

only .0l apart, and thus, wether the test statistics are dependent or independent the probability of

arriving at a correct conclusion will primarily depend on the size of PB. PB may be expected to be
M AY A

"not far from being correct" (coefficients near zero). Furthermore, there

great when hypothesis A is

. . . B
may be dependencies between the test statistics, in such a way that PA

for errors of the second kind for hypothesis 4 is large, when B is correct.

is large, i.e. the probabilities

Now let us suppose that both A and B are wrong and let us term the correct hypothesis C. With

the appropriate notation our scheme will now be:

Probability Probability
PC e b) Accept A and reject B
A a) Accept A and accept Bl c
o) : hal
Pg d) Reject A and accept Bj SRS
Pg c) Reject A and reject B

(i.e. accept C)

cq L. o . C
The probability of arriving at the correct conclusion, c, is P , but now we have

. C (] C C C
- - 5 > P \
Min. (1 PB, 1 PA) 2 PC 2 max (1 PA PB, 0)

1) This assumption of independence is perhaps not very realistic, but it is also not very important
for the following reasoning and conclusions.
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where min (a,b) means the smallest of a and b, and max (a, b) means the largest of a and b.

If the two test statistics are entirely independent
C Cc Cc
Pc (1 PA)(l—PB)

When there is dependency between the test sta;lstlcs for A and B, Pc may approach one of the
boundaries. In this case we could write P = (1- pA)(l—P ), where Pg* is the probability of
obtaining both a test statistic for A whlch leads to reJectlon of A and a test statistic for B which

leads to acceptance for B, when C is correct. We may have P # P , but if Pg is small Pg* must be

close to PB and if PC is large, P will be small 1rrespect1ve of the 51ze of Pg* . Thus we may
still maintain that the size of PS is decisively depending on Pi and P .

As an illustration we have:

.. C c o . > pC

if PA = PB = 0.25, P = 0,56 under independency, and generally 0,75 Z C 2 0.50

. C C

if PA = PB = 0.5, PS = 0.25 wunder independency, and generally 0.50 2 PS

. C C C

if PA = PB = 0.75, PC = 0.06 under independency, and generally 0.25 2 Pg

The probability that we in this case erroneously shall accept hypothesis A is Pg, that we shall accept
B (after having rejected A) is Pd’ which assuming independency between the tests will be

c _ c c__C
Pd = (l—PA) . PB < PB and generally Pg < Pg

Thus, if PA and Pg are equal, our testing procedure is partial in favour of erroneously classifying cases
as confirmation of hypothesis A rather than of B, when both hypothesis A and B are wrong. The chances
of identifying the cases where both A and B are wrong, may become rather slim, if Pg and Pg are of some
magnitude.

If we add still another hypothesis, D, tp our link of testing, our chances of identifying cases
where all the three hypotheses, A, B and C are wrong and D right will be even smaller. If the third
hypothesis is C, with probability for error of the second kind - when D is right and both A, B and C
are wrong - Pg, then our probability of identifying a case where hypothesis D is right and the others
wrong, PD, must satisfy:

D

. oD D o Do D, D _.D
min (1 PA, 1 PB’ 1 PC) 2 P° > MAX (1vPA PB PC, 0)

and in the case of independency between the test statistics:
D _ Dy 1_D D
= (1-Pp) (1-7}) (1-Pp)

and when there is dependency, PP may approach one of the boundaries. This result would now give:

if Pz = pg = Pg = 0.25, PD = 0.422 under independency, and generﬁlly
0.75 2 P 2 0.25
.. D__D_ D D . 5 D
if P, = PB = PC = 0.50, P = 0,125 under independency, and generally 0.50 2 P
D
if Pi = Pﬂ = Pg = 0.75, PD = 0.016 ynder independency, and generally 0.25 2 P

For the tests in our study we may stipulate:

Hypothesis

A: .. =¢,, =d,, = 0, test level 0.0
85 7 65 T 935 = 0 rest 0.1

B: a..=¢c¢.. =0 , test level 0.01
ij ij

C: b,.=¢..=4d,, =0, test level 0.05
1] 1] 1] '

D: c¢..=4d.. =20 , test level 0,01

1] 1]
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E: bij = dij =0 » test level 0.05

F: A, B, C, D and E are all wrong,
where B and D are correct if A is correct

and D and E are correct if C is correct.

We denote by
B i . . . . . :
PA‘ Pg, PR etc. the probability of accepting A when B is correct and not A, of acceptirg A when C is

corvect, of accepting R when C is correct, etc. GA EB BC

®

ete, the probability of accepting A and
rejecting B, when A is correct, of accepting A and vejecting B when B is correect, of accepting A and

. . . A L. P . . s B
rejecting B when C is corvect etec. (In our case £ will also be the probability of rejecting A and

accepting B when A is corvent.)

Apart from the rel=ticnships between A, B and D and between C and D and E we abstract from
any dependencies between the tests in so far as they are not decisive
B

c C
PA, PA’ IB etc.

for the preobabilities

Table A. Specification of probabilitiesl)

when A is correct when B 1s correct when C is correct
Probability of:
Accepting A ...viiiiniacneoann 0.99 Pi Pi
Rejecting A and accepting B .. GA 0.99~Pi+&3 Pg-P§+BC
iiiiﬁﬁiﬁﬁ g o (0.01-¢Mel @.01-¢"e] 0.95(1-p5-6%)
iiiiﬁiiﬁirﬁ’.?,???.?.??f ...... (0.01-8") (v2-p%) (0.01-8%) (p5-p%) 0.04(1-25-6%)
Eiiiéiiﬁi g (0.01-g% (1-pbyre (0.01-8%) (1-21)Pp 0.01(1-25-6)P;
Eiiiéiiﬁi B . (0.01-6" (1P (1) (0.01-8%) (1-PD) (1-PD)  0.01(1-P5-6%) (1)

when D is corréZt when E is correct when F is correct
Probability of:
Accepting A (ieviivennnniaraes Pz Pi Pi
Rejecting A and accepting B .. Pg-P2+BD PE—P§+BE PE"P§+BF
iiii;'éiﬁi 2 andBand Ceeerees (1-Pg—sn)f2 (1-P§-6E)P§ (1-P§—BF)P§
§§i§§§i§§ g’.?.???.?.???...... (1—Pg-8D)(0.99~P2) (1—P§—BE)(P§-P§) (1—P§—BF)(Pg—p§)
iiiiiiiﬁi g’?f?.???.?.???..... 0.01(1-p§-sD)P2 0.95(1—P§—3E)(1—P§) (1—P§-BF)(1—p§)P£
Eiiiﬁiiﬁi gt e 0.01(1-P2-%) (1-p0y  0.05(1-PL-s"y(1-hy  (1-p-8") (1) (1)

1) For explanations, see the text.
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In table A we have to some extend abstracted even from the known relationships between A and D and
between C and E. However, our main concern is with the probabilities of obtaining the correct test
results, that is with the probabilities on the main diagonal in table A. If these probabilities are
below the desired levels of .99 for tests A, B and D and .95 for C and E, our next concern is: which
hypotheses 'get' the extra probabilities for being accepted when they are wrong? Obviously the
conclusions, which in this sense will "steal" probability from the correct conclusions in table A will
be the probabilities above the main diagonal. Under our hypotheses the sum of the probabilities
below the item in the main diagonal in a column of table A cannot exceed .01 and .05 respectively for
the two test levels applied. In the table we have allowed for the dependency between the test
statistics for A and B and between those for C and D. We have also allowed the possibility of
accepting an erroneous hypothesis (Pi, Pi, etc.) to depend on which hypothesis is correct. We have,
however, not allowed the probability of obtaining a value of the test statistic which implies
acceptance for a subsequent test to depend on the value of the test statistics for earlier tests in
the testing sequence, As we have indicated earlier, this may influence the results of exact
computations, but is not serious as long as we are only interested in identifying the main influences
which act on our results. Here we can in any case not obtain numerical estimates for the probabilities
which are specified in table A.

We may reasonably assume the B-~probabilities to be quite small (Cfr. Diagram 1.).
Consequently it is the P-probabilities which occur on and above the main diagonal in table A which will
be decisive for the distortions in our results.

Since we are testing here hypothesis that certain sets of coefficients are zero, the
probability of not rejecting a given hypothesis when it is correct, must also be the limit towards
which the probability of accepting a hypothesis when it is not correct moves as the non-zero

coefficients in the set move towards zero, This implies that we generally have a greater chance of

rejecting a hypothesis when it is 'very wrong" than when it is "slightly wrong'. But it also implies
- B C c D E F D E F F
that the upper limits for PA’ PA’ ssenvy PB’ PB? veneey PD' PD are 0.99 and for PC, PC’ PC’ PE are 0.95.

Thus even with moderate sizes of the non-zero coefficients, there will be a strong tendency in our
test procedure to obtain an overrepresentation of confirmation of the hypothesis which come early in
the succession of tests. Even when the coefficients are large enough to make Pg, Pg and Pi all equal
to 0.3, the probability of correctly classifying a case as confirmation of F, is by table A lower than
0.343, i.e. about the same as the joint probability of classifying it as confirmation of either A or

B (0.3+87).

VI. Testing for a group of observations

We apply our test procedure to seyeral groups of data, and if these can be regarded as
independent observations, we should expect to obtain certain distributions of results, depending upon
the relative numbers of cases for which each of the alternative hypotheses is correct, and on the
"degrees of incorrestness' of the hypotheses which are not correct in each case. Thus if hypothesis
A were correct for all cases, we should expect to obtain confirmation of this hypothesis for 99 per
cent of all cases, and rejection for 1 per cent. We now have: If hypothesis A is correct for all
cases, the probability of acceptance of hypothesis A is 0.99 and of rejection is 0.01, and we can
check if the outcomes for a given group of observations are consistent with this "second order"
hypothesis or not, by applying a binomial distribution,

In nearly the same way we may control the second order hypothesis: "A or B is correct for
all cases". Here the probability of rejection, if the hypotheses is correct 1is 0.0l minus some small
B. In order to perform the test we must be willing to make assumptions about this B.

Thus, it may be possible to perform these two tests for groups of observations. Already
when we go to the next step, considering the second order hypothesis: "A, B or C is correct for all

cases' we face even more serious difficulties.
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If we assume the (unknown) ratio of cases for which A is correct to be r,, the one for

A

which B is correct but not A to be Ty and the one for which C is correct but not A or B to be

L 1—rA—rB, we have from table A the probability of accepting A, B or C when A, B or C is correct

for all cases:

ABC _ A P AR ) B CLByBy
Pino = (0.99 + g~ + {(0.01 ~ g )}C) r, + (0,99 + g~ + (0.01 - B )PC)IE

. G L O
+ (0.95 +0.05 (P + 67)) g

= 0.99 + (8% + (0.01 - BA)Pﬁ) T, t (6%+ (0.01 - BB)Pg) r

+ (-0.04 + 0.05 (85 + ¢O)) »

B

3 C
Here we know:
A _C_ B0 cC_ B
0 < PC < PC = 0,95, 0 < PC SR 0,95, 0 < PB < PB 0,99
0 < r, s 1, 0 ¢ rp < 1, 0 « L Ly
BA, SB and SC non-negative and small.
(At least BA < 0.01 and BB < 0.01)
We have consequently:
0.95 + 0.05 8© < PA®C < 0.9995 + 0.05 max (8%, £, &)

~ "ABC

ABC
ABC®
independent of these assumpticns, the tests can help us, in the opposite case they cannot.

and we may make tests under alternative assumptions about P If our conclusions turn out to be

The next step now wouid be to test if A, B, C or D is correct. Again, using the table,

we obtain the probability of accepting A, B, C or U if A, B, C or D is correct.

A,B,C,D _ A ) Ay A , » A A A
PA,B,C,D = (0.99 + g + (0.0 ~ P k(0001 -8 }(y” - Pr,
B ; BB B., B o
+ (0,99 + g7+ (0.01 ~ g)P. + (0.0L - ¢ 5P
: CB ( ET)P o+ (0.01 - g7) (P - P))ry
o ¢
+ (Pg + 87 + 0.99 (1-p; - 8 Nr,
D D D D
+ (Pg + 8 +0.99 (1-P, - 8 )y
= 0.99 + (8% + (0.01 - g*) pg) v,
B By B,
+ + (0.01 -
(87+ (0.01 - g°) P 7y
c c
+ 0.01 (PB + 87) r,
D
+0.01 (pp + &%) vy
Here:

A D B D _ C B _ D B _
0< PD < PD = 0.99, 0 < PD < PD = 0,99, 0 g PB < PB = 0,99, 0 ¢ PB < PB 0.99
0 < r, £ 1, 0 < rp < 1, 0 < re <1, 0« T S 1,

r, +ro+tr +r =1

A B c D

A ¥
BA, BB, BC, BD are all non-negative and small. (At least BA < 0,01, 63 < 0.01).

0.99 < P < 0.9999 + 0.01-max (8%, 8%, 2%, &)

B
B
Again we may make tests under alternative assumptions.

We can go one step further and consider the nearly all-inclusice hypothesis: A or B or C or

D or E is correct for all cases. The probability of accepting this hypothesis for a random case when
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it is correct should be:

(1-(0.01-6") (1-P) (122))r,

+

(1-(0.01-6%) (1-PD) (1-22))r,

(1-0.01(1~P -BC)(l-P

+

))rC

-8%) (1-p

+

(1-0.01(1-P ))rD

o o o0

(1-0.05(1-P —BE)(I P

+

C
B
D
B
E
B

]
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g, B, B, BD and BE are all non-negative and small

0.95 + 0.05 g% < p D% < 0.999995 + 0.0005-max (8%, &%, %, 8, ¢©)

In the extreme case of a Pi’
’

g: :B:g = 0.9999, we will expect only 1 rejection in 10 000 cases.

The standard deviation in the binomial distribution will be 0.0l1. vn , where n is the number
of cases in the group. 4 rejections in 10 000 will here be sufficient to reject the theory that all
cases belong to A,B,C,D or E.

At the other extreme we will expect 5 rejections out of 100 cases. Even if all cases do
belong to A,B,C,D or E, and the standard deviation on this expected value is 0.218/n, so even 10 or
11 rejections out of 100 cases need not make us reject the hypothesis of A,B,C,D or E.

Our proposed use of the data is more demanding than just to ascertain the number of alternative
hypotheses which may be applicable to our data groups. We want to estimate the fractions of the
observations to which each separate hypothesis (A,B, etc.) is applicable. Again using our previous

notation and table A, we obtain for the expected values of our estimations of the various fractions:

- E F
E(rA) =0.99r, + PP Wyt p¢ 2ot PArD * Pyrp + Pyrp
; _ A B B c C o D D D
E(rB) =8, + (0.99 - Pyt 6 )rB + (PB -P, + B )rc+ (Py - P, +8 )rp

) E E F F T

+ (PB - P, +8 )rE + (PB - P, +8 )rF‘

- Ay A B) B 20 _ 4 D Dy.D
E(rc) = (0.01 - g7) Por, + (0.01 - g° PCrB+ 0,95 (1- Py - B )rc + (leB -8 )Pch

E B T
# (1- Py - 8 “) Pory * (1- P - B )PCrF
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and corresponding for the other fractions. We cannot make precice statements about the distortioms in
our estimates, but it is easy to see, that, in general, the smaller the probabilities of accepting'the
various hypotheses, when they are not correct, and the greater the proportion of cases belonging to
the earlier hypotheses in the succession of the testing procedure, the closer we may expect to come

to estimating the true proportions. As already mentioned we must expect to overestimate the early
proportions and to underestimate the late ones in the succession of tests.

Three more observations are pertinent: 1) even if we should obtain a grouping of the cases,
which gives correct estimates of the fractions for which each hypothesis is correct, and, of course,
even more when we do not get the correct fractions, individual cases will be erroneously classified.
Thus, if there is e.g. an observable characteristic, which (unknown to us) occurs for all cases where
bypothesis C is correct and for no cases where hypothesis C is not correct, this characteristic must
be expected to occur in cur chservations also for cases gvouped as not belonging to the class for which
hypothesis C is correct; and among the cases for which C has not been rejected, some will be without
the typical characteristic. As a consequence we may fail to discover the association between the
given characteristic and the cases where hypothesis C is correct. 2} The elements on the main
diagonal in table A may under quite wide assumptions be expected to dominate over other elements on

each line, so that an increase in an actual {raction, T.s T r, or r_, will normally lead to

e, T
A' B’ C D’ E F
an increase in the expected estimate of the corresponding fraction, even under the restriction that

the sum of fractions must be unity. 3) The estimates of the fractions r r, etc. may be expected

A’ B
to be closer to the correct figures, the more the non-zero coefficients “contribute" to the

explanation of the variations in input.

VII. A numerial example

It is tempting to present a pumerical examples, based on purely hypothetical values. As
alternative 1 we assume that the probability of accepting a hypothesis that three coefficients are
zero, when one of them is not zero is 0.25, when two are not zero it is 0.20 and when none is zero it
is 0.15. Further, let us assume that the probability of accepting a hypothesis that two coefficients

are zero when only one of them isg zero is 0.30 and when none of them is zero, is 0.20.

We then get:

c__B_ E_ _A _ 1)
Py =Pg =P = Py = P =P =0.30
B_ .C_ D _ D _ _E
P, = P,= PA_P’é‘— Po = Py = 0.25
E__E_F_.B__F__B _F_
PA = PB = PB = PC = PD PE —PE = 0.20
F F
PA = PC = 0.15
As alternative 2 we assume that all these probabilities are 0.05 higher than in alternative 1.
We must also have for both alternatives
A_ _C .C_
Py = PD-PE = 0.99.
We will finally assume that for both alternatives
g = 0.002, 85 = 0.003, g% = g¥ = & = ¢F = 0.004
Now for given sets of Cps Tys Tas Tps Tp and rp we can find the corresponding estimates

" ~
T,s Tps Tos rD, rE, and Tn which we would expect to obtain.

The values for some choosen fractions are given in table B.

1) Pg is the probability of accepting B when C is correct etc.
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Table B. Examples of agtual fractions and expected observations of fractions with given probabilities of errors of the
second kind.l

Cases‘corre— Example 1 Example 2 Example 3 Example 4 Example 5 gssziz:
spond1l t a A A a .
1.§p2t112§i50 T Alt:.Ii:(rl)xlt.Z T Alt.}i(rz)klt.Z * A1c.}i:(r/)uc.2 r Alt.]i:(?i)klt.Z T H‘c‘.%'%ﬁ Eiégu;
A: aij=cij=dij=0 .17 .350 .392 .33 479 .513 .50 .609 .634 .50 .618  .643 .53 .640  .664 .64
B: aij=cij=o .16 .147 .139 .17 .149 .140 .17 .141 .132 .39 .297 .277 .36 .275 .257 .28
A or B .33 .497 .531 .50 .628  .653 .67 .750  .766 .89 .915 .920 .89 915 .921 .92
C: bij=cij=dij=0 .17 .195 .199 .20 .183 .181 .10 .106  .107 .02 .029 .031 .03 .034 .035 .03
D: Cij=dij=0 .16 .102 .089 .10 .067 .059 .08 .053 .047 .07 .041 .035 .06 .036 .031 .04
E: bij=dij=o .17 .113 .104 .10 .067 .062 .08  .052 .048 .00 .003 .004 .00 .003 .003 .00
F. Other .17 .093 .077 .10 .055 .045 .07 .039 .032 .02 .012  .010 .02 .012 .010 .01
Total 1.00 1.000 1.000 1,00 1.000 1.000 1.00. 1.000 1.000 1.00 1.000 1.000 1.00 1.000 1.000 _1.00

1) See the text for explanations. r = the assumed fractions of cases for which each hypothesis is correct. (Thus, in
example 1 hypothesis A is assumed to be correct for 17 per cent of all cases). E(f) = the expected results of our testing
procedures. (Thus, in example 1, under the assumptions of alternative 1, the expected fraction of acceptance of
hypothesis A is 35 per cent of all cases.)

2) Result of the testing procedure for 477 specified input items, Compare table 2 a col, 5.

Example 5 in the table has been choosen so as to make the expected estimates for alternative 1 as close as
possible to the actual distribution which resulted from application of our testing procedure to the data, and example &4
has been choosen so as to obtain the same result for alternative 2, Since the choice of hypotheses in the examples are
quite arbitrary, not too much importance should be accorded to the apparent correspondence which has been achieved for both
alternatives, and which for both examples indicate considerable errors in the distribution of cases on the results A and B,
but fairly small errors when these two result groups are combined. We could get an equally good fit if we raised the
probabilities Pg, etc. with still 0.05. In this case our observed distribution would correspond to an actual distribution
with ,46 for A, and .42 for B, that is .88 for A and B combined. With probabilities as high as the double of the values

assumed in alternative 1 our observed distribution would correspond to a rA—value of .30, an th of .54 and T, + tp = .84,

VIII. The importance of coefficient size

When we have a set of statistical data which we assume to be a random sample from a universe charasterized by

certain structural parameters, and when we want to test a hypothesis about the values of one or more of these structuyral
parameters, we try to translate the basic hypothesis into a hypothesis about the distribution of a test statistic,

computed from the data. The point is that it must be possible to indicate a range, let us call it the critical range, of
values for the test statistic, within which it is a high probability to obtain an observation, when the hypothesis about
the structural parameters is correct, but where the probability of an observation is distinctly less, if the basic
hypothesis is wrong. The test is better the smaller the probability of getting an observation in the chosen critical
range, if the hypothesis is wrong, for a given probability of getting an observation in the same critical range when the
hypothesis is correct.

The probability of getting an observation of the test statistic in the critical range when the hypothesis is
wrong, the probability of an "error of the second kind" will, however, in general depend on "how wrong" the hypothesis
is. 1If, for instance, a parameter, which according to the hypothesis is zero, 1is not exactly zero but only slightly
different from zero, then the probability of obtaining an observation of the test statistic within the critical range

may be nearly as high as it would have been if the zero hypothesis had been correct.

If we have just one set of data, we can compute only one value for the test statistic. We then choose in advance
a critical range, e.g. such that the probability of an observation within the range is high, say 95 or 99 per cent if
the hypothesis is correct, and "as low as possible" if the hypothesis is not correct. We must be content to reject the
basic hypothesis (with a given, small, probability of committing an error) if the test statistic falls outside the

critical range, and not to reject the hypothesis (with an unknown probability of committing an error) if the test
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statistic falls within the critical range. The probability of committing an error in the latter case
will be smaller "the greater the error would be" i.e. the more the correct parameter value ddvlatas
from the hypothesis. In the present study this would be the case if we were looking at the parameters
for one single input item at the time.

The situation will be somewhat d1£ferent if we have several sets of stat:.st:.cal data, e.g. the
"-gets of time series for all our input jtems, each set assumed to be a random sample from a universe
characterized by its own structural varemeiers, ibut where the only differences between the universes
are in the values of correspouding parameters.}

" If we now want to test hypotheses about the parameters of these universes, we might comstruct
test statistics, which would have identical probability distributions for correct hypotheses about
different universes. Furthermore, the nature of the hypotheses may be such that it is of interest to
know if they are correct for all the universes e.g. if certain regression coefficients are zero for
all input items. The way to perform such a test would be to consider the distribution of the computed
test statistic, e.g. the values obtained for F3.8’ for the various data sets, and to compare this
"realized distribution” with the hypothetical distribution which would obtain if the hypotheses were
correct for all the universes. If it cannot be rejected that the observed distribution has been gene-
rated from the hypothetical distribution, our hypotheses are not rejected and may thus be assumed to
apply to the entire group, even if some of the obsérvations give values of the test statistic that
taken by themselves would have led to rejection for these individual observations. . In the opposite
case, several possibilities are open:

1) Our hypotheses are still correct, but we have bee;x "unlucky" and have obtained a set of
observations with very low probability.

2) Our hypothesis about the probability distribution of the test statistic is wrong.

3) Our hypotheses sbout the parameters are not correct for all observations.

Let us take up this last possibility for further study. It may now be of interest how the
"true" parameter values are distributed about the hypothetical values ongmally assumed, What can
our pbserved distribution tell about this? ’

We would like to know:

Does the fact that we must reject a hypotbesxs that the hypotheses are valid for all cases in '
~ the .gronp indicate that it is invalid for every single case?
and if so, '
does the observed distribution of the test statistic give any indication about how the true values of
the underlying parameter are located in relation to the tested hypothetical values?
or
does the fact that we must reject the conclusion that the hypotheses about the parameters are valid
for all cases in the group indicate that it may be valid for some and invalid for others, ’
and if so,
does the observed distribution of the test statistic give any indication about the relative frequency
of cases for which the hypothesis is correct, and about the value of the underlying parameter for
those cases where the hypothesis is not correct.

It appears, that without further information about, our data we cannot distinguish betweon a
situation where the hypothesu is wrong for all cases and one where it is correct for a given
proportion of cases and wrong for the rest. ' .

Our general position is that we take the fraction of cases for which a ngen hypothesis hac
been rejected as an indication of the fraction of cases for which it is not valid. We even assume that.
a given hypothesis is invalid for each individual input item for which it is rejected by our tests,
and valid for those items for which it is not rejected, and we look at chrqctetiatics of the
individual items in order to find expianations of why the various h}potheses do apply or not apply.
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IX. Evaluation of differences

In addition to obtaining indications regarding the relative frequencies of the various forms
of relationships between inputs and outputs in our data, we want to investigate if there are
differences between the various classes into which the data may be grouped. Such differences may give
the clues to identification of the causes of the different forms of dependency or independency.

We will then be faced with the problem of evaluation of apparent differences in distributions
of test results. In our discussion of the testing procedure and of the testing for a group of
observations, we have looked upon the test results for a given group of observation sets as a function
of the distribution cf the parameters of the complete regression equation about zero in a hypothetical
universe, from which we assume our observations to be drawn. The distribution of the parameters in the
universe will then determine the probability for each of the possible outcomes of our testing procedure.

We may then compare the testing results for different groups of observations and decide whether
or not they are consistent with a hypothesis that they have all been drawn from universes with the same
probabilities for the various results. We will use the relative frequencies of the various testing
results for the reference group of 477 specified inputs as estimates of the hypothetical probabilities
and may then apply a simple Xz-test to judge the deviations for groups of observationms.

Unfortunately, the relative frequencies of some of the testing results are so low, that we
shall have to distinguish only result classes which are more or less aggregated, for instance the
following three: '"Proportional, no trend", '"Proportional, trend" and '"Other", where "Other" is the
aggregate of all testing results characterized as linear or independent. If we now compute the X2

values for the groups in table la with these three result classes, we obtain the following x2 values.

Group X
Norwegian, competitive 43
Norwegian, non-competitive  4.19
Imports, competitive 2.03
Imports, competitive and
non-competitive .93

Competitive inputs combined 2.93
Fuels combined and substi-

tution groups 1.37
Import sums .99
Gross value added 3.83
Small unspecified 1.09

Now the Xz—distribution gives a value of the X2 of above 5.99 in 5 per cent of all cases. Thus, none
of the basic groups deviate significantly from the reference group according to the Xz-test for the
three classes of results at the 95 per cent level. We note that the Xz—test sets rather wide margins
of variation: In a group of 100 cases the expected distribution based on the reference group is 64,
28, 8, but distributions such as 53, 36, 11; 75, 20, 5; 62, 35, 3 or 66, 21, 13 are not rejected as
incompatible with basic probabilities of.64, .28 and .08at the 95 per cent test level.

An alternative way of testing the groups for compatibility in the distribution of results
would be to consider only one class of results against "all others". We might for instance consider
the deviation between the expected and the actual number for the test result Proportional, no trend.
With given probability for this outcome (0.6415) we should expect a binomial distribution in which
we may compute the standard deviation (o = v/n.0.6415.0.3585). Assuming then that the binominal
distribution may be approximated by a normal distribution we may find the probability of a deviation
of the observed magnitude from the expected number in the class proportional, no trend. But (as one
might perhaps have expected) the limits set by this type of testing are not very different from those
set by the Xz—test for each group result, and the implications of using the test simultaneously to
several classes of results are not clear.

One should, of course, be careful in trying to infer anything from differences which may
easily be the results of statistical randomness. However, sometimes there may be a consistent pattern

in the results, or the observed differences may be in conformity with a priori hypotheses, and one may
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still be justified in considering such results as one piece of evidence.

We have not computed the X2 for all the groupings considered in the following, i.a. because the
number of cases in many groups are quite small. But we have tried to keep in mind, that only when the
differences between groups are quite dramatic, may we feel relatively sure that they are not just due

to randomness.

PART C. RESULTS

X. The principal results

In the following analysis we will concentrate on the group of 477 specified input items. This
group will be considered as a reference group.

For the group of 477 specified input items our test procedure gives the following resulis:

Table 3. Results of testing procedure for 477 specified input items

Not rejected for:

Hypothesis Number Per cent
Cumula- Cgmula—
tive tive

A) Proportional, no trend (a=c=d=0)....... coeves 306 306 64.2 64.2

B) Proportional, trend (a=c=0) .eeveveerrecoccsns 133 439 27.9 92.1

C) Independent, no trend (b=c=d=0) +eveveceaecns 1 440 0.2 92.3

D) Linear, no trend (c=d=0) positive (b > 0) ... 9 449 1.9 94,2

negative (b < 0) 7 456 1.5 95.7

E) Independent, trend (b=d=0) coeesecucacans esge 4 460 0.8 96.5

F) Linear, trend, positive (b > 0) -svecceracias 6 466 1.2 97.7

negative (b < Q) «evvsnn vesces 11 477 2.3 100.0

Total cecessononcs e Ceenacenne PP e 477 100.0

It is evidently very unlikely that all cases belong to the class where hypothesis A is correct.
It is somewhat less unlikely that either A or B is correct for all cases. If this were the case, the
expected number of items for which either A or B would not be rejected is 477 - 0.99 = 472.23 and its
standard deviation is v0.99.0.01 + 477 = 2.1733. Our result, 439, thus deviates from its expected
value by
472.23 - 439
2.173

correct for all items.

= 15.3 times its standard deviation and we must reject a hypothesis that A or B is

The outstanding result of our analysis is the high percentage of cases classified as showing
a direct proportionality between inputs and outputs, with or without a trend in the
proportionality coefficient. 439 or 92 per cent of the reference group of 477 specified input items
fall in this class, and the percentages are on the same level for all categories of inputs. Fuels
combined and Gross value added come out with the lowest percentages, namely 87 and 86 per cent
respectively (Tables la and 2a).

We should, however, also recall that up to 49 per cent of the items classified as proportional
might nearly as well have been classified as independent of output (tables Ib, and 2b). TFurthermore,
since a great percentage of the sectors (70 to 80 per cent) had trends in ocutput, there is at least a

possibility that input items which are linearly, but not proportionaily dependent on output, have
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been classified as proportional with a trend .

The interpretation of the results concerning the effects of alternative ordering of the tests
must be: We cannot by our test criteria, for the cases that were differently classed by the alternative
ordering of the tests and under our adopted assumptions,reject the hypothesis that inputs are
proportipnal to outputs. But we can neither reject the hypothesis that inputs are independent of
outputs, Since the former alternative corresponds to our a priori theory, we have chosen to conclude
that this theory has not been rejected.

As one might expect, the inputs for which the ordering of the tests is important are pre-
dominantly: relatively small inputs into sectors with a limited range of variation in the production
(Se tables 4, 5 and 6 and D1, D2 and D3).

From table 4 (and D1) we see that the ordering of the tests is important for about 40 per cent

volume.

of the items of less than 10 million kromer in average size, but only for less than a quarter of those
between 10 and 100 milljon kroner. For the big items of more than 100 million kroner on the average,
the orderiné of the tests is important for less than one in ten of the items. When we look at the
groyp of items formed by combining corresponding competitive items, this tendency is somewhat

strengthened gompared tp the group of all specified inputs.

Table 4. Equivalence in the forms of the regressions of inputs on outputs. Classification by size
in kroner of the input items. All specified inputs and competitive inputs combined.
Percentage distributions

T T ™

Average size of input item in
million 1955~-kroner

Form of regression 0- 10.1- 0.1~ 1ggé1 rotal
10.0 50.0 100.0 above
A}E‘specifigd inputs
Proportional or independent, no trend ...... 38.8 23.0 24.1 5.4 30.8
Othér proportional, no trend ,.....c0.... ce 25.7 45.9 34.5 43.2 33.3
Other foOrms ,vireeereeceecienereacnnns ceeene 35.5 31.1 41.4 51.4 35.9
Total covevrnananecepocens Ceyseeetsnanns . 100.0 100.0 100.0 100.0 100.0
Number of items ..... e egreceeeeee e, 276 135 29 37 477
Cqmget{tiye inputg combined
Propof#iohal or‘independent, no trend ...... 43.0 16.0 25.0 9.1 27.1
Other proportional, no trend .............. . 31.2 44.0 29.2 51.5 38.2
Other fOIrmMS ,yvvqeerencenncncenns PR 25.8 40.0 45.8 39.4 34.7
Total R R . 100.0 100.0 100.0 100.0 100.0
...... cieenn cevenens 93 75 24 33 225

Number of items .

T T

As a measure of dispersion of production in the receiving sector we have used the standard

deviatiop of production measured in 1955-kroner, divided by average production in 1955-kromer. It is
1) This cpuld happen if the ipput function were

y(t) = a+bx(t)+u(t)
and if output followed a strict trend, e.g.

m

(&) =g

where y(t) is input, x(t) is outpyt, t
term, We will now have:

is time, a,b,m and k are constants and u(t) is a disturbance

t x(t) + u(t)

y(t) = (;%;7 + 1) x(e) +ut) = Ek+ D) x() -

By statistical accident we might then get the best

error term alsp in the trend function for x(t),
in the proportionality coefficient.

a
m

fit for this last equation, even if there was an
A positive trend in x(t) would give a negative trend
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e 5 (and D2) that the indeterminacy between proportionality and independence decreases

on in production in the receiving sector increases. The tendency is scmewhat more

pronounced when we consider the competitive inputs combined, thou when we look at all specified items.

a g ety o 3 he oo N . - . ' I S ;
Table 5. Egquivalence in the forms of the regressions of inpute on ouiputs. Classification by

relat
compe

ive dispersion of production in receiving sectors. All specified inputs and
titive inputs combined. Percentage distributions

Standard deviation of production in receiv-
ing sectors divided by avevage production

0~ 0.15- °f25 N

0.14 0.24 and 1°tfi
All specified inputs
Proportional or independent, no trend «eeeoeso.. ) 34.0 30.6 18.7 30.8
Other proportional, NO £YENd cevvvneeennsencnenn 27.3 41.4 37.5 33.3
Other fOorms ...iuivniiiinnrionsonnrnccannonanans 38.7 28.0 43.8 35.9
e o 100.0 100.0 100.0 100.0
Number of 1tems v.oesviveerconeecnncnnncennnas .e 256 157 64 7 477
Competitive inputs combined
Proportional or independent, no trend ..o.o...... 34.3 23.7 15.0 27.1
Other proportional, NO trend ,.ivsveersseosconees 26.7 48.7 47.5 38.2
Other fOIMS +.uviinviinnonnenevnonnacsoencncanes 39.0 27.6 37.5 34.7
TOtal sevvivneneoereoneoscsocuonsnoconcancannnns 100.0 100.0 100.0 100.0
Number of items

ceeveens Cectestiteaettaseneaanas 105 80 40 225

When input items are classified simultanecusly by relative dispersion of production in

1

receiving sectors and the size of the input-ourput ccefficient, as in table 6 (and D3), we find that

small dispersion and small coefficients tend to give

between proport
smaller proport

effect.

jarger proportion of indeterminate cases ,
ionality and independence, and large dispersion and large coefficients result in a

ion of indeterminate cases, and each of the factors seems to have an independent

Table 6. Equivalence in the forms of the regressions of inputs on outputs. Classification by relative
dispersion of production in receiving sectors and coefficient size. All specified inputs
and competitive inputs combined. Percentage distributions

Standard deviation of production in receiving
sectors in per cent of average production .

0-14 15 and over
Coefficient size Total
0~ Over 0- Over
0.05 0.05 0.05 0.05
All specified inputs
Proportional or independent, no trend «...eesees 37.7 24.6 31.6 16.7 30.8
Other proportional, no trend ....oceeoeececesaces 23.5 37.0 36.8 48.5 33.3
Other fOIrMS vuvuvveenenreenoaconocnncoooconnooas 38.8 38.4 31.6 - 34.8 35.9
TOEAL +eeennnnennnseesanneeannnereanneeennneeen 100.0  100.0  100.0  100.0  100.0
Number of items +ueecescavsosoosacanssnensasnnas 183 73 155 66 477
Competitive inputs combined
Proportional or independent, no treud ....iaaees 48.3 17.0 26.3 11.4 27.1
Other proportional, no trend ........voc.n reees 17.2 38.3 47.4 50.0 38.2
OtheTr fOYMS .uvivrieeeinioeonnnncrcasssassnsacans 34.5 44,7 26.3 38.6 34.7
TOLALl tivvinenseeosesncoscossnnossasansnensacnnans 100.0 100.0 100.0 100.0  100.0

Number of items

St et et eeas ot eseserecosatecorensns 58 47 76 44 225
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From this evidence it seems reasonable to draw the following conclusion with regard to the
"indeterminate" cases: Whereas there may well be a tendency to proportionality between these inputs and
outputs, or at least to a positive correlation, this tendency is disturbed by other impulses, and these
other impulses render the correlation between inputs and outputs rather weak. Such disturbing impulses
are particularly influential when there is little variation in the explanatory variable, output, and
when the input item is small, either in absolute value or in relation to the value of output. This is,
of course, just another aspect of the fact that, although the proportionality assumption turns out to
be acceptable for a great majority of cases according to the present study, the proportionality
coefficients appeared to be subject to very substantial variations over time according to our study of
coefficient stability, and the variability was found to be relatively greatest for small inputs.1

On the basis of general production theory we would expect positive, and for some inputs even
zero, but notvnegative correlation between inputs and outputs. The number of cases of positive,
linear but non-proportional correlation in our test results is 15 items or 3 per cent for the reference
group. The percentage is only 0.9 for Competitive inputs combined and as high as 7 for import sums and
10 for Gross value added. (Table 2a). Adding the proportional and linear positive cases we get as
much as 95.2 per cent of the cases in the reference group and lower percentages only for Fuels combined
(90.6), Norwegian, non-competitive (92.2) and Small unspecified (92.7). (None of these percentages
deviate by as much as two times the standard deviation from an expected value of 95.2 in a binomial
distribution.) Thus, there is no doubt that input volumes are in general positively correlated with
output, and in the majority of cases a direct proportionality seems to be indicated by our data.

The class of input items characterized as independent of outputs is very small, containing
only 5 items or 1 per cent of the reference group, 3 items or 4 per cent of the category of Small
unspecified and 6 items scattered over the other categories, giving percentages between 1 and 2.

(We must, however, again remember that a large number of the items classified as proportional with
outputs might nearly equally well have been classified as independent. (Tables 1b and 2b)).

Only 18 items, or 3.8 per cent of the category of 477 specified inputs fall in the class linear
with a negative coefficient for output. The percentages for the other categories vary from 1.5 for
Import sums to 7.5 for Fuels combined. (None of these values appear to be significantly different from
3.8 per cent.)

A negative correlation between input and output is in contrast to what we would a priori expect,
and it calls for some further analysis: First, there is a certain chance that our estimation methods
and test criteria will give negative correlation, even if the true correlation is positive or zero. As
already pointed out (See chapter I, Introduction) when there is a trend in the regression coefficient,
we do not distinguish between the cases where the constant term is zero and those where it is different

from zero. Thus some of our negative estimates of (the constant term in) the regression coefficient

may not be significantly different from zero.

1) Compare Sevaldson op.cit. 1970.
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Further, even if the true value of a regression coefficient is positive or zero, we must expect
to get negative estimates in a certain percentage of all cases, but the frequency of negative regreésion
coefficients in our results appears to be too great to be caused only by regular random disturbances.l)

In our data we can imagine that the following five systematic causes have been at work, giving
the effect of negative correlation with output for specific input items:

a) When there is a trend in output, the trend factor in the fitted regression may "steal" the
effect of output on input. This will be particularly liable to occur if input purchases are
(erroneously) reported in stead of uses, and if purchases are only gradually adinsted to changes in
production levels. (See chapter XV for evidence of this effect).

b) A gradual change in the input structure (e.g. change from one tvpe of input to another) may
be accompanied by a trend in output, or a velatively constant level of output.

o) Fluctuations in cutput may be accompanied by price fluctuations for inputs, which cause
substitution effects.

d) Fluctuations in the ocutput of a sector may be accompanied by fluctuations in product mix.
e) There may be statistical errors in the primary data or in their processing, e.g. in the

deflation to constant price figures.

XI. Time trends

There may be many causes for gradual changes over time in the functional relations between

inputs and outputs, particularly when the relationships are estimated in such simple forms as here.

1) If we denote by ﬁ our estimate of the regression coefficient and with s_ its estimated standard
deviation, and if we assume that the disturbances in our regression equations are independent, normally
distributed stochastic varizbles with expectation zero and equal variance, we can make the following
tabulations:

v

We should expcctl) the following percentages of

If the tr : :
ue value of the cases for which b is less than:

regression coefficient,

b, is 0 =Sy —ZSb -3sb —?sb
+ BSb 0.7- 0.9 0.1- 0.2 - - -

+ ZSb 3.7- 4.0 0.7- 0.9 0.1- 0.2 - -

+ Sy 17.0-17.3 3.7~ 4.0 0.7- 0.9 0.1-0.2 -

0 50.0 17.0-17.3 3.7~ 4.0 0.7-0.9 -

1) Based on the t distribution of E:é . The percentages depend a little on the number of parameters
in the regression equation. b

0f our input items the following percentages of
cases were classified as linearly dependent on
output with values of b less than

Basic groups

0 -8, -25, -38, 68,
All specified inputs ...convevencacenn 4.6 3.6 3.5 1.9 0.2
Competitive inputs combined .......... 3.6 3.6 2,2 1.8 0.4
Substitution groups and fuels ........ 5.7 3.8 1.9 0.9 0.9
TIOPOTE SUMS e vsesoonscensoconnsoscans 2.9 3.0 1.5 1.5 -
Gross value added vieeeeevinennenanans 2.5 2.5 2.5 1.3 -

When we look at the first and perhaps the second column of these tabulations, we can easily imagine
that the results of our tests could be the results of statistical disturbances in a universe with true
coefficients ranging from zero and upwards. But the 3 last columms indicate that other causes for
negative correlation must be at play as well. We will go a little deeper into that later on.



31
Changes in technology as well as in product mix will usually affect an industry gradually.l)
In particular, we will expect this to be the case, when the volume of production follows a smooth trend;
whereas abrupt changes in the output volume might also be expected to give occasion to spurts or stops
in the innovation process due to accompanying changes in the rate at which new equipment is installed.
However, the majority of our sectors had a relatively smooth production rise over the period studied.

Also, when there is a continuing trend in production, adjustments to the change in output
volume may display a smoother trend for inputs than for outputs if changes in the stock of goods in
process absorb minor deviations from trend in output, or if purchases are reported for inputs instead
of use.

When there is a trend in output, a linear relationship between input and output may be
represented by a proportional relationship with a trend in the proportionality coefficient, and
conversely, a proportional relationship with a trend in the proportionality factor may be represented
by a linear relationship without trend.z)

Finally, when there is a smooth trend in output, the trend factor may absorb the effect of

3)

non-linearity in the input-output relationship.

1) See for instance Per Sevaldson: Changes in Input-Output Coefficients. Chapter 16 in Structural
interdependence and Economic Development. Ed. Tibor Barna, London and New York 1963.
2) 1If we have a relationship

y(t) = a + bx(t) + u(t)

between input y(t), and output x(t), with a and b constants and u(t) a residual term and if output
follows a trend

x(t) = F(t)

with F some function of t, we also have
_ , a
y(t) = GFTET + b) x(t) + u(t)

and we may find a closely fitting regression
y(t) = (at + B) x(t) + e(t)

Correspondingly, if the last expression is the correct one, it may happen that at x(t) = at * F(t)
turns out to be approximately constant and that the linear relationship with no trend gives the best
fit to data.

3) We see this readily if we assume the true form of the input function to be:

y(£) = a + bx(t) + £(x()? + u(t)
and output to follow a linear trend:
x(t) = k + mt + v(t)
where y(t) is input, x(t) is output, t is time, a,b,f,k and m are constants and u(t) and v(t) are
disturbance terms. We may then write:
y(t) = a + abx(t) +(1-a)b(k+mt+v(t)) + f(k+mt+v(t))x(t) + u(t)
=(a+(l-a)bk) + (ab+fk)x(t) + fmtx(t) +(l-a)bmt + (fx(t)v(t) + (1-a)bv(t) + u(t))

where o is an arbitrary constant.

Estimating now the least squares regression of y(t) on x(t), t and tx(t), we will obtain some sort
of estimates of the composite terms in this last expression and the structural terms are not
identifiable in this way.
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70 to 80 per cent of the input items are in sectors with a trend in output over the observation

period. (Tables 7, D4 and D5). The percentages are about the same for those inputs which have a trend

Tabel 7, Forms of the regressions of inputs on outputs and trend characteristics of output in
receiving sectors. Reference group of all specified inputs. Percentage distribution

Trend character of receiving sector

Form of regression

No Clear
J— . e trend t trend
Proportional, no trend ...... et ettt enaaaae 64,3 7404 62.9
" , trend ........ Cheeraaeenas MR 27.4 18.6 29.1
" , total ...... et aeceeenaa e 91.7 93.0 92.0
Linear positive, MO tTend .cueviveesvneevsnnns 1.2 4.6 1.7
" " s otrend L.uhiiieiieiennaeeanns 1.2 2.3 1.1
" " J 1o o 5 2.4 7.0 2.8
Counfirmation, total ...veveuesnn. Ceeens e 94,1 100.0 94.8
Linear negative, no trend .....vesoeenvnces. .. 1.2 - 1.7
" M, trend diiiiiiiiieiiee e . 2.3 - 2.6
" " J 7Y - 3.5 - 4.3
Independent, 1no trend .....cocuvennenn ceeaan . - - 0.3
" ,otrend coeiaaciiaen..,, e e 2.4 - 0.6
" JO oY - N N 2.4 - 0.9
Rejection, total ..ceeeeeensenn e b e 5.9 - 5.2
Total, per Cent v.uuvvevneeeinosnannenanennnees 100.0 100.0 100.0

" number of items ...... e . 84 43 350
in per cent of total ,.......... 17.6 9.0 73.4

All forms:

No trend siveiveevennnnracennns ceereanen Ceaee 66.7 79.1 66.6
Trend uiieeeieriiecesncronnstoscscoonssacennnans 33.3 20.9 33.4

factor in the input-output relationship according to our results. Or, seen the other way, the
percentages falling in the classes of input-output relationships with trends seem to be about the
same for inputs into sectors with as for inputs into sectors without trends in output. This should
indicate that trends in output are not a dominating cause of trend effect in our relationships.
(See also chapter XXIII Dispersion and Trends in output in receiving sectors).

For roughly one third of the input items, 154 or 32.2 per cent for the reference group, the
preferred class of input-output relationship contained a trend factor (Tables la and 2a). The
percentages for all categories were about the same, except for Small unspecified, where it was as
low as 25.4 per cent and Imports competitive with 27.0 per cent. Norwegian, non-competitive had 38.6
per cent, and Imports, non competitive had 38.4. Among these percentages none deviate as much as two
times the standard deviation if 32.2 per cent is taken as the correct value of the probability of this
class of results. Among the input items classified as proportional to outputs, about 1/3 had a trend
in the proportionality coefficient, 30.3 per cent for the reference group, a high of 38.8 per cent for
Substitution groups and a low of 25 per cent for Imports, competitive and Small unspecified (Tables
la and 2a). Of these, the figure of 38.8 is 2.1 times the standard deviation above 30.3, and thus just
significantly different at the 5 per cent level.

In the study on coefficient stabilityl) it was found that about one third of the coefficients
showed a trend in their development over time, but it could not be excluced that the trend effect could

for some inputs be an effect of the existence of a linear, rather than the assumed proportional

1) Sevaldson, op.cit. 1970.
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relationship between input and an output following a time trend. 1In the present study, where linear
relationships are admitted, the probability for such spurious results should be somewhat reduced, but
we still find a trend factor in about 1/3 of the relationships. Thus, the existence of a considerable
trend element in input-output relationships must be considered to be established.

When we analyse the effects of the size of the input items, (see chapter XIV) we find that
large input items (in kroner) are more often subject to trends than small, so that the effects of time
trends on input-output relationships are even more important than what is suggested by the average of

about one third of all coefficients showing trends.

XII. Correspondence with coefficient test

Our results concerning trends in the input-output relationships should be compared with our
results concerning significant regression coefficients between input coefficients and time, estimated
on the basis of the same data.l) The relationships between the trend characteristics of the input-
output relationships and the trend characteristics of the input-output coefficients should be

expected to be as displayed by table C.

1) Sevaldson, op.cit. 1970.
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Table C. Correspondence between linear form of input-output relationship and trend character of input-
output coefficient
xi.(t) ) Con;i$51on
i is
.y xij(t) e then x. (t) coefficient
below ] .
- ) ° ._ll(t)l)
when =z, (t) = x:J + vi(t) when xj\t) = Xi + fﬁt + vj(t) xj
N . i R R
. o
! L. (E
b.. + Ellimz__ No trend
ij %, 4w, (1)
N 33
b +u, . (t
bij%{t) ulj(t) u,.(t) Tendency
P T to
i3 g e (0) trend(?)
i S - —-
u..(t)
b, + d, .t =— Trend
ij 1] Xi+vi(t)
b..+d..t)x,. (t)+u..(t) .
(13 i ) J() i oo
el Trend
Pij * i3t T S L (D)
i 3
.. u,..(t
b + al] + 1J( ) No trend
ii  x.tv.(t)  R.+v, ()
: 1] 31
L.+bLLx, (B)+u, . (B)
alj ij J( ) ij a:j uij(t) Trend
= ren
| bt x”+f:t+v.(t)+ %Orf, v, (t)
! 53 i
aiiw
vy ool S« R
bi]+ X.+v. (t) ij
T Trend
c,. u;:(‘s:}
ij . i3
a..+c,.t + + R,ev, (£} * Tk ()
1] 1] 13 2o
é +c..t
(b..+d,.t)x. (t)+u..(t) a;*eys
1 - +
1] 1] 1 1 bij+dijt + x9+f.t+v.(t)
h| ] Trend (?)
) _ui'(t)“___
KO+, t+v, ()
3 3 J
.. t)
1] + L ) No trend
X.+v, () x.+v,.(t)
] 3
a,.+ u..(t
1] ulJ( ) aij Uii(t)
OFE t+v, (©) | OFE. t+v, (D) Trend
ai. _ cl
X+v (0 TR (o "
3 1
T
u., (t) rend
i
RA—
xj+v.(t)
a,.+c..t+u,.(t) -
1) 1] 1] aij+cijt uij(c)
: ?
XOHE. thv (8) O+ tHv, () Trend(??)
i 3 3 J J

1) In all cases the residual items,ui}(t) and Vj(t), may take on special values, which will give

inconsistent conclusions when the coefficients are tested directly.

In two cases (indicated by

question marks) special values of the constants may make our conclusions about an expected trend in the
input output coefficients invalid.
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We have combined the results of the two testing procedures, (table D6), but in studying the
results we must remember that the two testing procedures are not directly comparable: On the one hand,
when testing the relationship between inputs and outputs, we base our conclusions on the squares of the
absolute discrepancies between the data and the fitted regression curves; on the other hand, when
testing the input-output-coefficients for the existence of trends, we base our conclusions on the
squares of the discrepancies between data and fitted curves when both are expressed as percentages of
output.

There is fairly good correspondence between the two test results for most categories of inputs.

In table 8, (cfr. D7) we have grouped the results according to consistency in the two tests. The

Table 8. Comparisons between form of regression of input on output and trend character of input-output
coefficient. Consistent and inconsistent results. All specified inputs. Percentage
distribution

Comparison of results

Form of regression Consistent ?gi§2?zfly I?con- Total Nui?er
tent sistent items

Proportional or independent, no trend

No trend in output ...... Cheeaas . 78.8 12.1 9.1 100.0 33

Moderate trend in output ........ 73.9 17.4 8.7 100.0 23

Clear trend in output ........... 61.5 19.8 18.7 100.0 91
Other porportional, no trend

No trend in output ....... ceeeean 42.9 19.0 38.1 100.0 21

Trend in output ...eeveieeroenanns 50.7 23.2 26.1 100.0 138
Proportional, trend .....oeeveveenens 95.5 - 4.5 100.0 133
All other forms ...iveivinnienienenennns 65.8 2.6 31.6 100.0 38
Total ivvniiieeennennnns Ceeeeieaa 62.1 31.8 6.1 100.0 477

existence of a "moderate'" trend in the input-output coefficient, when the preferred linear form implies
no trend, we have interpreted as "moderately inconsistent" results. The existence of a "moderate'"
trend in the coefficient when the linear form implies a trend, we have interpreted as consistent
results.

For the form '"Proportional, no trend", with a trend in output the tendency to trend in the
input-output coefficient is only due to the divisor of the residual term, and we must expect that this
tendency can very easily disappear in the data. For this reason we have classified the cases of no
trend in the coefficient here as only moderately inconsistent with the expected tendency to a trend.
For the same reason we should not be worried by the relatively low percentages of '"consistent" results
for this group.

In order to see what significance the uncertainty in the results for some of the items
characterised as "Proportional, no trend" may have for the consistency in results from the two
testing procedures, we have split this group into "Proportional or independent, no trend" and "Other
proportional, no trend" in table 8 (and D8). It turns out that there are fewer input-output
coefficients with a trend among the items classified as "Proportional or independent, no trend" than
among the rest, both when there is no trend in output and when there is such a trend. This may have
to do with small size and relatively large variability in the items which constitute the group
"Proportional or independent, no trend".

In spite of all the reasons why we should not expect complete consistency between the results
of our two testing procedures, the relatively low percentages of entirely consistent results (around
60 per cent) probably ought to warn us that our results are to a considerable degree influenced by

random disturbances.
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XITI. Substitution between special input categories

When we consider the inputs classified in the basic groups group by group, we find only small
differences in the test results. This is brought out by all our tables.

Between some of the groups there are, however, special conuections: If we take the input items
classified as "Norwegian, competitive” and to each of these add the corresponding imports, we obtain

classified as "Imports,

items in the group "Competitive inputs combined” and when we o

input

competitive" add the corresponding Rorweg s we also obtain items in the group "Competitive

inputs combined". If we add to the specified main iaputs all inpubs classified as substltutes, we

obtain the "Substitution groups". When a specified main input is competitive, Norwegian or imported
we may first form the combined cowpetitive input, and to this add the remeining substitutes to arrive
at the "Substitution groups'. How do these “agpregations™ affect our test results when we make the
comparisons item by item?

If there are relative.y -imple substitution effects between domsstically produced and imported
competitive inputs, and between main inputs and their sssumed substitutes, we would expect to find
closer relationships between competitive inputs combined and output than between either of the
corresponding Norwegian, competitive or imports, competitive inputs and output. We would further
expect closer relationships between substitution group inputs and outputs than between competitive
inputs combined or either of the separate Norwegian or imported main input items and output. Our
testing procedure is not a very good basis for evaluation of the "closeness" of relationships. However,
we might perhaps interpret a higher percentage of proportional inputs and a lower percentage of
independent and negatively correlated inputs for the more aggregate items, as indications that the
results for the disaggregated Ltems to some extent wers influenced by the effects of simple
substitution between the components of the aggresation.

We have matched each specified competitive input with the corvesponding combined input item.

(Table D9). The marginal distribution are compared in table 9, This comparison does not substantially

Table 9. TFormsof the regressions of

and corresponding items of @

& on outputs for Norwegian, competitive, Imports, competitive
etitive irputs combined. Percentage distributions

Competitive inputs combined
Imports, Items mat- Items mat-

Form og regression fmrwf%¥i? competi- ching ching All 1)
competitive i :ve Norwegian, Imports, items
competitive competitive
Proportional, no trend ......co0cv... 66.5 70.1 60.9 60.7 65.3
Proportional, trend ....eeceveseacacs 26.7 23.4 35.4 32.1 29.8
Proportional, total ....iiececeoacans 93.2 93.5 96.3 92.8 95.1
Linear, positive, no trend .....c.... 1.9 2.2 0.6 0.7 0.5
Linear, positive, trend ....eceveesen 0.6 1.4 - 0.7 0.4
Linear, positive, total .......ec0nca. 2.5 3.6 0.6 1.4 0.9
Confirmation, total ...veivvcevnvcoas 95.7 97.1 96.9 94.2 96.0
Linear, negative, no trend .......... 1.8 0.7 G.6 0.7 0.4
Linear, negative, trend ....eeeessose 1.9 2.2 1.2 3.6 2.7
Linear, negative, total .....cuvecune 3.7 2.9 1.8 4.3 3.1
Independent, No trend cesscocsscoonss - - - - -
Independent, trend ....cecuivinsnnsnsen 0.6 - 1.3 1.5 0.9
Independent, total .iiivveincvonenecs 0.6 - 1.3 1.5 0.9
Rejection, total ..eeiveecveconccnnns 4.3 2.9 3.1 5.8 4.0
TOEAL tieveveconsensanecscanssncanses 100.0 100.0 100.0 100.0 100.0
Number of items .eeeeeiessecensanensse 161 137 161 137 225

1) From table 2a.
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alter the impression given by table 2a: There is no definite improvement in the results in favour of
the Leontief hypothesis when we consider the combined inputs instead of the specified competitive iﬁputs
separately.

As a matter of fact (see table D9) there is a quite close correspondence between results for
the specified items and the matching combined items. For 121, or 75 per cent, of the 161 specified
Norwegian, competitive input items the test results were not changed when the corresponding combined
items were considered. For 97 or 71 per cent og the 137 specified import, competitive items the
results were not changed. If we distinguish only between "confirmation" and "rejection" of the
hypothesis of positive correlation, we obtain, of course an even better correspondence, namely for 151
or 94 per cent of the specified Norwegian, competitive items and for 131 or 96 per cent of the import,
competitive items.

The general conclusion must be that the combination of presumably competitive Norwegian and
corresponding imported input items do not appear to affect the performance of our tests, and thus there
is no evidence of direct substitution between Norwegian and corresponding imported inputs in our data.
(Compare also: Per Sevaldson: Substitution and complementarity effects on input-output ratios
Mimeographed working paper from the Central Bureau of Statistics of Norway I0 69/14, Oslo 1969).

In table 10 (and D10) the specified input items characterized as "main inputs" have been

Table 10. Forms of the regressions of inputs on outputs for specified main inputs and corresponding
substitution groups. Percentage distributions

. Correspon-—
Main ding sub-
Form of regression specified 18 Sy
. stitution
inputs
groups
Proportional, no trend ....eeeveereneecennennns 58.8 54.9
Proportional, trend ....oeceeenenecnncanensonns 37.2 37.2
Proportional, total t.eiieescenecnenccnnacnnnnn 96.0 92.1
Linear positive, No trend ...eeeeeececeeecenees - 2.0
Linear positive, trend ...eeieeeeseaceeeerennen 2.0 2.0
Linear positive, total .s.ieveevereeeoseeoscnnns 2.0 4.0
Confirmation, total .uv.ceveeeencennoscnnnconsns 98.0 96.1
Linear negative, No trend ..c.oeseeeeccnconses 2.0 -
Linear negative, trend ....ecieeveoerensencnses - 2.0
Linear negative, total s.ivveveerscentecnnccnns 2.0 2.0
Independent, no trend ....cceeeveeeceescnnssncnns - -
Independent, trend ....eeeeeveecocesssnsscacens - 1.9
Independent, total ...ceveeeecenenennsnsesonnns - 1.9
Rejection, total .uieuieeeeensneansossccsnsocans 2.0 3.9
TOtAl tieveeeeoeeosososossosasssasssssassssanns 100.0 100.0
Number Of ItemS suveeeceeseocnscnsonssacesansns 51 51

matched against the corresponding "substitution groups", i.e. the same input items augmented by their
close substitutes. The marginal distributions are even here quite similar.

The correspondence of the test results is not quite as good for these categories of inputs as
for the specified competitive inputs compared with competitive inputs combined. Only 29 or 57 per cent
of the 51 cases give identical test results for specified main inputs and corresponding substitution
groups. There is, however, only one case where the test results gave "rejection" for the specified
main input and "confirmation" for the substitution group, and only 2 cases where the test results gave

"confirmation" for the specified main inputs and "

rejection" for the corresponding substitution groups.
For the remaining 48 cases, i.e. 94 per cent, the test results gave "confirmation" both for the

specified main inputs and for the corresponding substitution groups.
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For the main inputs which are competitive, we have also matched the results for the combined

Norwegian and imported inputs with the corresponding complete substitution groups (table 11 and D11).

Table 11. Forms of the regressions of inputs on outputs for main competitive inputs combined and
corresponding substitution groups. Percentage distributions

Main com— Correspon—
Forms of regression ?etltlve dl?g S?b_

inputs stitution

combined groups
Proportional, no trend ......eoceeveeeeennns 46.7 51.2
Proportional, trend sveveceeeeceesnenonnnens 46.7 40.0
Proportional, total .u.e'veeoonncnnoncncenes 93.4 91.2
Linear positive, trend «....cveeiceceneenanns 2.2 2.2
Linear positive, no trend ........ececeee.os -~ 2.2
Linear positive, total ...c.civvvrravennnnns 2.2 4.4
Confirmation, total sveeeeerenvennnnncnnsnns 95.6 95.6
Linear negative, no trend ..eevevecesceennss - =
Linear negative, trend ...eeeecevcuesneceneas 2.2 2.2
Linear negative, total ..ceveveveescaanuasss 2.2 2.2
Independent, no trend ..uveeeisecncanenanannn - -
Independent, trend s..eeeeeescececennnononns 2.2 2.2
Independent, total ..veeviroevecncenennnnnen 2.2 2.2
Rejection, total .iueveeeeenevoeessonannonns 4,4 4.4
Total tveveiiniereeesencoennonsonsoccanasnnnns 100.0 100.0
Number og items ..v.vevsevennreenoonnnncenns 45 45

But this grouping does not materially change the picture. There is a somewhat better correspondence
between the results here than in the preceding table (33 or 73 per cent of the 45 cases give the same
test results) but this is probably due to the fact that by going from the specified single main input
to the combined Norwegian and imported. we obtain inputs that are much closer to the total substitution
group inputs.

We must again conclude that the effects of direct substitution between technically similar

inputs do not seem to play an important role for the cutcome of our tests.

XIV. Size of the input item

We have shown earlier (ch. X) that the indeterminancy between proportionality and independence
of input in relation to output resulting from alternative test orderings is particularly marked for
small input items. And this effect was attributed to a relatively stronger influence of random
disturbances on small than on larger inputs. It is important to know whether there are other
differences in our test results when inputs are grouped according to some criteria of size.

The greater the arbitrary dispersion in the figures for a given input item in relation to the
systematic changes, the smaller will be the power of our testing procedure to distinguish between the
alternative forms of relationships to output. Since we believe, both that arbitrary statistical
errors are in general relatively greater for small than for big input items and that enterprises are
less alert in adjusting the inputs of small than of big items to variations in product level, we would
expect greater relative arbitrary errors in the small input items. Accordingly, if there was an
important reduction in the proportion of acceptance of the proportionality hypothesis for the benefit
of, say, the linear positive hypothesis with increasing size of the input items, we might conclude
that the high proportion of acceptance cof the proportionality hypothesis in our data was to some extent
due to the lack of precision, particularly in our data for small inputs, and that more precise data
would have given a higher percentage of acceptance for linear (non-proportional) relationships. Such a

result would also indicate that more was to be lost by ignoring the linear forms and basing input-output
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analysis on the simple proportionality hypothesis than would appear from our aggregate data, since the
importance for the outcome of computations is greater for the large inputs than for the small ones.

The size of an input item may be assessed in various ways. Here we have used classifications
by absolute size in 1955-kroner, by coefficient size (i.e. as a fraction of output value in the
receiving sector) and by a combination of these two criteria.

In the analysis of coefficient stabilityl) it was found that the coefficient size seemed to
have the strongest influence on variation (about the average coefficient or about the coefficient trend).

As appears from table 12 (and D12) the coefficient size alone appears to have little influence on the

Table 12. Forms of the regressions of inputs on outputs classified by the size of the coefficients.
All specified inputs . Percentage distributions

Average size of coefficients

095 Number
Form of regression 0- 0.02- 0.05- 0.10- a;d Total of
0.02 0.05 0.10 0.25 items
over
Proportional, no trend ...... e 69.2 59.0 68.5 54.6 64.0 64.2 306
Proportional, trend .......... e 24.8 30.8 24.3 34.1 32.0 27.9 133
Proportional, total ............ e 94.0 89.8 92.8 88.7 96.0 92.1 439
Linear positive, no trend ........... 1.7 1.9 1.4 4.5 - 1.9 9
Linear positive, trend ...eeveeeeenn. 0.5 1.9 2.9 2.3 4.0 1.2 8
Linear positive, total ...... Cereeeas 2.2 3.8 4.3 6.8 4.0 3.1 17
Confirmation, total ...eeeeeevenennns 96.2 93.6 97.1 95.5 100.0 95.2 456
Linear negative, no trend ........... 1.6 1.3 2.9 - - 1.5 7
Linear negative, trend ........... ‘e 1.7 3.2 - 2.2 - 2.3 9
Linear negative, total ....... Ceeeeen 3.3 4.5 2.9 2.2 - 3.8 16
Independent, no trend ....... e eeeeen 0.5 - - - - 0.2 1
Independent, trend ...eevevrinrrcnnnas - 1.9 - 2.3 - 0.8 4
Independent, total ..iievevevennncnnns 0.5 1.9 - 2.3 - 1.0 5
Rejection, total s.iieveenans Cereeaes 3.8 6.4 2.9 4.5 - 4.8 21
Total t.ivvivnerennans et eeiiaesenaan 100.0 100.0 100.0 100.0 100.0 100.0 477
Number of items .....e.... Cerereaaane 182 156 70 44 25 477

regression form, (except for the category of competitive inputs combined, for which it appears that the
inputs corresponding to small coefficients are influenced by trend in fewer cases than those
corresponding to bigger coefficients (see table D12). The difference between this category and the
average for all specified inputs is particularly marked for inputs corresponding to average coefficients
of less than 2 per cent of the output value but nevertheless this difference is not big enough to be

statistically significant by the tests we can apply).

If we consider the size distribution in absolute (1955-) kroner, in table 13 (and D13) there

1) See Sevaldson Op.cit. 1970.
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Tabell 13. ' Forms of the regressions of inputs on outputs, classified by average size in kroner of the
input item. All specified inputs. Percentage distribution

Average size of input in million, 1955-kroner Number

Form of regression 0- 10.1~ 50.1-  100.1- an:i Total of
. 10.0 50.0 100.0 250.0 over items

Proportional, no trend .ecceeeeees 64.5 68.8 58.6 45.5 53.4 64.2 306
Proportional, trend ..ccececvceens 27.9 23.0 31.1 40.9 46.6  27.9 133
Proportional, total ceccecvvsvcoas 92.4 91.8 89.7 86.4 100.0 92.1 439
Linear positive, no trend ....... 1.4 2.2 - 9.1 - 1.9 9
Linear positive, trend .cceecevee 1.1 0.8 3.4, 4,5 - 1.2 6
Linear positive, total ..c.oceveeee 2.5 3.0 3.4 13.6 - 3.1 15
Confirmation, -total eceececeverccose 94.9 94.8 93.1 100.0 100.0 95.2 454
Linear negative, no trend ........ 1.8 1.5 - - - 1.5 7
Linear negative, trend .eoccecvcese 2.2 2.2 6.9 - - 2.3 11
Linear negative, total .c.cecoeeee 4.0 3.7 6.9 - - 3.8 18
Independent, no trend ceeecevccses 0.4 - - - - 0.2 1
Independent, trend ccccecccccccces 0.7 1.5 - - - 0.8 4
Independent, total ..cecececccccees 1.1 1.5 - - - 1.0 5
Rejection, total s.ceeecevcceccsee 5.1 5.2 4 6.9 - - 4.8 23
TOtALl seeecececscecccccccccovascns 100.0 100.0 100.0 100.0 160.0 100.0 477

Number of items ..cceecececccccces 276 135 29 22 15 477

appears a tendency towards a larger percentage of linear negative and independent items for the inputs
up to 100 million kroner, and a compensating tendency towards a larger étoporcion of linear (not
proportional) relationships for larger inputs. The aggregate percent‘ggé. of proportional cases appears
to be insensitive to this size clasgsification, (poésibly with an excépti.on for the very large inputs of
more than 250 million kroner), but the percentage of items with a trend in the proportionality
coefficient shows a tendency to increase with size, from 26 per cent of all cases for inputs of
50 million kroner and less and up to 47 per cent, or nearly half of the 15 inputs of more than
250 million kroner, when we consider the group of all si:ecified inputs (cfr. table 13).

A simultaneous classification of inputs by size in kroner and in per cent of outputs (see table
14 and D14) indicates a combined effect of these two size criteria, but still with the size in kroner

Table 14. Forms of the regressions of inputs on outputs, classified by average size in 1955-kroner oi
the input item and average size of coefficient. All specified inputs. Percentage distri-

4bution

. " of these ' over over

Input, million kroner 0-50.0 0-10.0 rest 0-50.0 50.0 50.0
. Total

; over over

Average coefficient ¥ 0-10.0 0-2.0 rest 10.0 0-10.0 10.0

Form of regression

Proportional, no trend cecececcccccccces 66.4 69.7 63.9 60.0 46.4 57.9 64.2
Proportional, trend cceeeccecscsccccscss 26.0 24.3 27.3 30.0 42.8 34.2 27.9
Proportional, total ..ccecceccecovaceces 92.4 94.0 91.2 90.0 89.2 92.1 92.1
Linear positive, no trend .ceeeevccecss 1.6 1.2 1.8 3.4 3.6 2.6 1.9
Linear positive, trend .ceccocccnccccces 1.0 0.6 1.4 - - 5.3 1.2
Linear positive, total .coceeeececescces 2.6 1.8 3.2 3.4 3.6 7.9 3.1
Confirmation, total ..ccececovcscccccnes 95.0 95.8 94.4 93.4 92.8 100.0 95.2
Linear ms‘tive, NnOo trend ccecesccccccce 1.8 1.8 1.9 - - - 1.5
Linear negative, trend .eceeececrccccccs 2.1 1.8 2.3 3.3 7.2 - 2.3
Linear negative, total .ceceececcecccnse 3.9 3.6 4.2 3.3 7.2 - 3.8
Independent, N0 trend .ececcecoveccsccae 0.3 0,6 - - - - 0.2
Independent, trend ccciecececccrsscsccas 0.8 - 1.4 3.3 - - 0.8
Ind‘pend.nt, tot.‘l tecscccrsencrcscencae 1.1 0.6 106 303 - - 1.0
Rejection. €Otal ceccecccsccscsccsvancne . 5.0 4.2 5.6 6.6 7.2 - 4.8
To“l ’..'.'.‘C.?...‘O.....‘O'.'...'..'. 100.0 IMOO IWQO 10000 10000 lm.o 1w0°

Rumber og items cveeeecesescscscscsceses 381 165 216 30 28 38 477



41

as the dominating criterion: For the group of inputs which are 50 million kroner and less in average
size those which are the smallest, both in kroner and as coefficients have a larger percentage of
proportional cases, and among the proportional cases a larger percentage without trend, than the rest.
Otherwise there are no clear differences within this group. The group of inputs above 50 million
kroner in average size show no influence of coefficient size on the percentage of proportional cases,
but has a larger group of proportional items with a trend for the coefficients which are 10 per cent
and less than for those above 10 per cent. There is a greater percentage of linear negative and
independent cases for the small coefficients and a correspondingly greater percentage of linear
positive cases for the big coefficients in this group.

The conclusion of our analysis of input size must be that input size in kroner rather than in
per cent of output appears to be the decisive criterion, further, that the fraction of input items for
which alternative assumptions about non-proportional, linear relationships with output give
significantly better fit than proportionality is low for all size groups, whereas the fraction of
input items which show independence of or negative correlation with output decrease with increasing size
of input. The latter observation may be taken as confirmation of a suspicion that negative correlation
and independence mainly are the effects of statistical inaccuracy. We also find that the larger
coefficients are subject to trend changes to a larger extent than the smaller ones, and we may take
this as an indication that entrepreneurs are more alert to technical changes affecting large than
small inputs, but it may also be an effect of the better statistical precision in the reporting of
large inputs. However, differences are not large enough to indicate that our general results are

strongly influenced by characteristics of the size distribution of inputs.

XV. Linearly dependent inputs

Less than 1 in 10 of our input items came out of the testing procedure as linearly dependent on
outputs, and they were more or less evenly divided between dependency with negative and possitive
regression coefficients. For these items the size of the constant term is quite important. For this
reason we have made the constant term in the regression equation, estimated without trends, the subject

of further study. (Tables 15 and D15). The items with a negative regression coefficient will have a

Table 15. Distribution of constant terms in per cent of average value og input for input depending
linearly on outputs. All specified inputs. Numbers of input items

. i i illion kroner
Constant term 1in per cent of Input size in mill

average input 0-10.0 over Total
10.0
200 and OVETr t.veeeeeneenncencnccnnnannss 5 1 6
100 = 199.9 thiiviiinninrientncenanacnnens 2 1 3
100 and OVEr evveivuensennnnenenansnannns 7 2 9
25 = 99,0 ittt i et 6 3 9
B 1 2 3 5
L e A TN 1 3 4
=75 and 1eSS tiiieiitetetinettnercinanons 3 3 6
Less than 100 ...vuuineeieenrnenenncannns 12 12 24
TOtALl tevevevnseseonensnesesnonnscnnnnnns 19 14 33

constant term exceeding 100 per cent of the average value of the item itself. In these studies of the
constant terms we have ignored any trends in the linear relationships. It turns out then that some of
the items which were classified by our testing procedure as linearly dependent on output with a negative
regression coefficient change to a positive regression coefficient when trends are ignored. Thus there

were 33 items in the group of all specified inputs classified as linearly dependent on outputs and of
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these 18 were found to have a negative regression coefficient (cfr. table la.) When trends are ignored,
only 9 of the same 33 input items are found to be negatively correlated with output. Ameng the 33
linearly dependent input items 14 were above 10 million kroner in average size, and among these 14
there were 6 with a negative regression coefficient. However, when trends are ignored, only 2 of
these items over 10 million kroner were negatively correlated with inputs (table D13). Less than
half of the linearly dependent inputs had a positive constant term, indicating a predominant tendency
for these items to increase more than proportionately with increasing output.

The majority of constant terms are quite moderate in size, between =75 and +100 per cent of
the average of the item itself. We have not made a study of the elasticities of these inputs with

regard to output.

XVI. Input types

It has been generally assumed that the hypothesis of proportionality between inputs and out-
puts is more suitable for inputs of direct materials than for service inputs or for inputs of
auxiliary materials. This assumption has influenced the sector specification details and the
interpretation of results in many input-output studies.

In order to find out if our data would support this assumption the input items were classified
by types in the following categories:

Direct materials

Auxiliary materials

Service inputs

Packaging materials

The classification was done for each item on the basis of an evaluation of delivering and receiving
sector, but without investigation of the types of goods included in the deliveries (tables 16, D16 and
17).

Table 16. Forms of the regressions of inputs on outputs. Classification by input types. All
specified inputs. Percentage distribution

Input type

Form of regression Direct Auxiliary o . .o Packaging

materials materials materials
Proportional, no trend ....c.v.vcovvencannnns 68.5 59.4 53.9 75.0
Proportional, trend .eeieescenvscasonnennanen 25,2 35.8 27.7 16.7
Proportional, total ceeeeeecerssvronnceneenns 93.7 95.2 81.6 91.7
Linear positive, no trend .....vcceeeeencennn 2.0 1.6 2.6 -
Linear positive, trend ........ et ssececenen 0.8 0.8 2.7 4.1
Linear positive, total ...... Ceeersennsatanes 2.8 2.4 5.3 4,1
Confirmation, total .eeeeeeeeeeeevosasononnaes 96.5 97.6 86.9 95.8
Linear negative, no trend .......c.oevevvennsn 1.2 0.8 2.6 .2
Linear negative, trend +...eceeeccencocenncns 1.9 0.8 6.6 -
Linear negative, total ....ccevvevivnvnnnennn 3.1 1.6 9.2 4.2
Independent, NO trend .eeveceecesccocsanscsne - - 1.3 -
Independent, trend c.ceeesvcecocccocososnnocns 0.4 0.8 2.6 -
Independent, total ...eivecrrenncerecacoancnns 0.4 0.8 3.9 -
Rejection, total .eeeeveeerveocecacocoanconas 3.5 2.4 13.1 4.2
TOtAl tevevoeennoosoonessnseonoconanconcsnanas 100.0 100.0 100.0 100.0
Number of items ....eveeveeccecsecoconscnsencs 254 123 76 24

Classified in this way our data indicate a difference between inputs of services on the one hand and
inputs of the three other categories on the other hand. The three classes of materials inputs came out
with about 97 per cent items with positive correlation with output, whereas the percentage for service
inputs was only 87 (tablesl6, D16 and D17). Correspondingly, the three classes of materials inputs

came out with proportionality for 92-95 per cent of the items, against 82 per cent for service ‘inputs.
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Thus, we have a clear confirmation of the assumption stated initially, but it is a question if the
difference is big enough to warrant differential treatment of services from other inputs.

For auxiliary materials the distribution between proportional, no trend and proportional, trend,
seems to deviate from the others, in favour of the latter class (i.e. proportional, trend). This may

be a reflection of improved (or deteriorated) reporting of such items in the basic statistics over the
period.

XVII. Characteristics of the delivering sector

The difference between service inputs and materials input in their relationships to output in
the receiving sectors may suggest that there are also other differences related to the types of input
items. Such differences might have to do with characteristics of the sectors producing the input items.
In grouping the inputs by domestic or foreign origin we have already taken into account one
characteristic of the producing sectors, and since services and materials are produced in different
types of sectors, also the classification of inputs by type has a relationship to the character of
producing sectors.

We may now go further and ask if there are particular sectors or particular types of sectors,
the products of which are related to outputs in consuming sectors in ways which differ from the general
pattern. A listing of input items grouped according to sector of origin for specified Norwegian inputs,
specified imported inputs and for competitive inputs combined, is given in Appendix, table I. The
sectors have been ordered according to the percentages of their specified deliveries which are in
agreement with the Leontief theory. The sectors are identified by their names and their numbers in a
consecutive numbering used in this study, as well as by a digit indicating their types as either: O,
extractive - and service sectors or 1, commodity processing sectors. For Norwegian sectors the average
production in the period 1949-1960 in constant 1955-prices is also given. A separate listing of
sectors with one or more deliveries not positively correlated with output in receiving sectors is
given in table D18.

With some 5 per cent of all inputs not positively correlated with output, and a total of
around 8 per cent not proportional to output according to table 2a, the distribution of the items which
are not positively correlated and of the non-proportional items on delivering sectors might apparently
well be random, since there is no spectacular agglomeration of such items on particular sectors. The
few sectors which have more than one not positively correlated or non proportional items also have
relatively high total numbers of deliveries (see table D18).

When we look at the producing sectors for the reference group of 477 specified input items the
sectors 61 Real estate and 82 Unspecified services with each 4 not positively correlated and
respectively 5 and 6 non-proportional items alltogether are the only ones with more than 2 items of the
former type and more than of 3 of the latter. In both sectors the measurement and registration of
output is rather problematic.

An effort at a more systematic grouping of all delivering sectors has been made in table 17

(and D19, D20 and D21). The grouping adopted in the reproduced table into Extractive and service
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Table 17. Characteristics of delivering sectors. Distribution of delivering sectors according to
results for specified deliveries and type of delivering sector. All specified deliveries
and competitive inputs combined. Percentage distribution

Type of delivering sector .

Type of deliveties : Extractive = N“::“
Results ’ : : - and Comodi;y ’ Un;gz:r- Total sectors

- gervice processing
Specified deliveries form Norweg:.a
sectors:
Sectors for which all specified deliveries
are positively correlated with output in-
receiving 8eCtOrs ..veeeerscscssrsasencnes 76.2 . 94.1 50.0 84.7 50
of these:; All proportional with output .. 7.4 79.4 50.0 74.6 44
Total number of SECEOTS +euveveressnseenes 21 34 4 59 59
Specified deliveries from import sectors
Sectors for which all specified deliveries
are positively correlated with output in
receiving 8eCtOrs ceceeecsccccrocsscscscns 85.7 92.9 .o 90.5 38
Of these: All proportional with output .. 78.6 85.7 .o 83.3 35
Total number Of 8€CLOYS ceevereeceaonsoons 14 28 e 42 42
C&gecitiv§ inputs combined
From sectors for which all combined
deliveries are positively correlated with
output in receiving sectors ......ceceeees 88.8 87.9 .o 88.1 37
Of these: All proportional with output .. 88.8 81.8 . 83.3 27
Total number Of SECLOYS .ececssesssscssass 9 33 . 42 42

producihg, commodity processing, and "unspecified" sectors brought out the greatest differences. An
experimental distribution between servize producing and commodity producing sectors gave less
étonpuncod differences.

A Thus, we find confirmation that inputs criginating from commodity processing sectors show a
closer relatioushipA to outputs in consuming sectors than inputs from service producing sectors.
nowevor, it is surprismg that inputs ongmatmg from extractive sectors should fall in with those
from service producing sectors in tlu.s grouping. However, some of the Norwegian extractive sectors
are of a somewhat special nature, i.a. because of the substitutability between their products and
imports. If we consider the competitive inputs combined, where all but one of the extractive and
service producing sectors are extractive, we do not find any difference between this group and the
comodity‘producing groisp (tables 17 and D21).

XVII. Number of deliveries

One way of characterizing a production sector is by the number of sectors to which it delivers
its product as input. The general idea would be that the principal raw materials through their
successive stages of processing follow only a limited number of routs, and consequently that the
sectors mainly occupied in this type of processing will have few recepients for their deliveries for
further proceuing, On the other hand, production sectors procuring auxillary materials and services
to the major production sectors will in general have products which are used in many.processes, and
consequently have many recipients for their intermediate deliveries. It is a priori possible that
there will tend to be a closer quantitative relationship between principal inputs and output, than

between aucillary inputs and output.
' A uouping‘bf the sectors by number of deliveries has been made in table 18 (and in D22, D23
and D24). There appears to be a definite tendency for the percentage of deliveries which are not 4
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Table 18. Characteristics of delivering sectors. Distribution of delivering sectors according to
results for specified deliveries and number of specified deliveries. All specified
deliveries and competitive inputs combined. Percentage distribution

Number of specified deliveries Number
of
1 2-4 OZer Total sectors

Specified deliveries from Norwegian sectors
Sectors for which all specified deliveries are
positively correlated with output in receiving
SECLOTS vevvvnnanns e esetseesnsssssesasennnnns .. 84.5 100.0 61.1 84.7 50
Of these: All proportional with output ........ 84.5 85.7 50.0 74.6 44
Total number of Sectors .vevieeeeeoon. Ceeeeenea 13 28 18 59 59
Specified deliveries from import sectors
Sectors for which all specified deliveries are
positively correlated with output in receiving
SECLEOYS tieerereeneooesensocnsncsrossnnsesnnonss 100.0 90.0 75.0 90.5 38
Of these: All proportional with output ........ 100.0 80.0 58.4 83.3 35
Total number of SECLOYS t.vevrvivreesennsenanens 20 10 12 42 42
Competitive inputs combined
From sectors for which all combined deliveries
are positively correlated with output in
receiving SECLOrS .sevievevreresnsensen eeeeeeees 100.0 95.5 69.2 88.1 37
Of these: All proportional with output ........ 100.0 90.9 61.5 83.3 35
Total number of SeCtors svieveieevsssnnss et 7 22 13 42 42

positively correlated with output in the receiving sector to increase as the number of specified
deliveries increases and for the percentage of proportional inputs to decline with increasing number of

deliveries. We get the same general picture in table 19, where results for the individual input items

Table 19. Forms of the regressions of inputs on outputs. Classification by number of specified
inputs from delivering sectors. All specified inputs. Percentage distribution

Number of specified inputs from sector of origin

Form of regression 10
1-3 4-9 and
over
Proportional, no trend ....voveveevencoanan 68.4 59.5 65.3
Proportional, trend .v.veeievenn. cebesesns 25.7 34.4 24,4
Proportional, total ........... ceeteeeeea 94.1 93.9 89.7
Linear positive, total ....eveeenncnnneenn 3.9 2.4 3.7
Confirmation, total ...veeeeeeeeeoooseasne 98.0 96.3 93.4
Linear negative, total ..... Ceresaseenaaes 1.0 3.7 4.7
Independent, total .i.eoveeeeenn ceseceenns 1.0 - 1.9
Rejection, total ..veeeeevecenannns Cedeaes 2.0 3.7 6.6
Total veveanenn s e rt ittt e tsanssannn 100.0 100.0 100.0
Number of input items ....eeeeeeeecoeeoens 101 163 213

have been grouped. The figures thus give some support to the suggested hypothesis.

Of the 13 Norwegian sectors with only one specified delivery, there were five cases where this
delivery was intra-sector. The following three deliveries were classified as Proportional, no trend:
From Margarine to Bakeries, from Transport, not elsewhere classified to Trade, and from Consultants to
Publishing. The following two were classified as Proportional, trend: From Whaling to Oil refineries
and from Communications to Commercial banks. Classified as Linear, negative, trend was the delivery
from Hunting to Other food and as Independent, trend from Ocean transportation to Whaling. Of the
20 import sectors with only one specified delivery there were 11 where the delivery was to the

corresponding Norwegian sector. The following 6 deliveries were classified as Proportional, no trend:
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From Fisheries to Leather, from Whaling to 0Oil refineries, from Cordage to Leather, from Paper to Paper
products, from Paper products to Laundry etc., from Herring oil to Oil refineries. The following three
were classified as Proportional, trend: From Grain mills to Bakeries, from Pulp to Paper and from

Rubber products to Shoe factories.

XIX. Characteriatics of the receiviig sector

So far we have examined the results for groups of input items characterized by the inputs them-
selves, irrespective of the character of the sectors into which they are inputs.

Obviously, we would also expect the characteristics of the receiving sectors to have some
influence on the behaviour of their inputs in relation to changes in output. In order to study this,
we have also grouped the imputs according to various characteristics of the receiving sectors.

In Appendix table IT we have listed all the 79 sectors in the study, identified by the sector
code used and by abbreviated sector names, indicating the major activities included in each sector.
Various characteristics of the sectors, as average production in millions of (1955-)kroner, number of
input items specified in the study and total number sepcified in the basic accounts are also given,
as well as the figures on the test results for the specified inputs.

The sector code gives the following information:

Digits 1 and 2: consecutive numbering of the sectors from 01 to 79.
Digit 3: used for computational purposes.
Digit 4: Sector type: 0 = extractive and service sectors,
1. commodity processing sectors.
Digit 5: Size of production:

Code Average production value in
million (1955-)kroner

0 0 - 30.8
1 30.9 ~ 99.9
2 100.0 - 499.9
3 500.0 - 999.9
L 1000.0 and over
Digit 6: Dispersion in production:
Code Coefficient of variation

0 0o - 9

1 10 - 14

2 15 - 19

3 20 - 24

N 25 - 30

5 31 and over

Digit 7: Trend in sector production:

Code Coefficient of correlation
with time

0 0 - 0.575 (95% level)
1 0.576 - 0.707 (99% level)
2 0.708 - 0.85

3 0.86 - 0.90

L 0.91 - 0.95

5 0.96 -~ 1.00
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In table 20 we have listed all the sectors with a fifth or more of the specified input items

Table 20. Sectors with one fifth or more of input items not proportional to output

Secto Numbgr.of Of these ggtthese
correlated

No.

05 Whaling .s.eevevenvennennnans creescsnans . 0 4 2 2
03 Hunting e€tC. seeveeeonn et ieeeteeeseet e 0 2 1 1
61 Real estate ........ N [N Ceeeen e 0 2 1 1
67 TraMWaYS «.eoeeceseocesecnsasonassseas eeen 0 3 1 1
04 Fisheries etC. tvvveverrnnnenenenenensnannns 0 3 1 1
56 Central bank .......ciuvunnn Cereeaseereeae 0 3 1 1
59 Life insurance ......oceooes e eeeecieieaaa 0 3 1 1
68 TransSport N.€.C. +eeevnvvavens Chtreeteeaa 0 3 1 1
54 Gas supply ...ievnn. Ceeeeans Cetettseseaaeans 1 4 1 1
78 Hotels eLC. sevvrvvenvananens et 0 4 1 1
38 Herring 0il .svveviinnrennns Ceresesseas e 1 5 2 1
07 Metal mIining .veeeeeveccencnns Ceeeseseaees 0 5 1 1
18 Spirits ..... et etesieeseaeane [P e 1 5 1 1
65 Post services .iiieieieieieennn Ceebieceieeeaaa 0 5 1 1
79 Laundry etC. sueeveeeossnconenssnanons cesese 0 6 2 -
10 Dairies ....vunn. creeesrenes S cee 1 3 1 -
63 Ocean tranSport ...eieeeesesssasoans seecveena 0 3 1 -
09 Slaughtering ..... e oo oo 1 4 1 -
39 Vegetable 01l tivvivrveieienenosnsenassonannas 1 5 1 -

1) O

Extractive and service sectors (13)
Commodity processing sectors (6)

—
]

classified as non-proportional to output. These are all sectors with a small number of specified input
items. With few exceptions they are sectors where a quantitative measurement of the product presents
conceptual difficulties, where the quantity measure of production is related to utilisation while a
major part of operation costs are related to capacity (Transportation) or where indirect taxes or
subsidies are of great importance (Spirits, Dairies).

We also note that more than two thirds of these sectors have been classified as extractive

and service sectors.

XX. Type of receiving sector

The classification into "Extractive and service sectors" and "Commodity processing sectors' is
based on an a priori hypothesis that the simple types of relationships between inputs and outputs which
we are testing here would be better adapted to the latter than to the former group: In both extractive
and service sectors the intermediate inputs are typically of an ancillary nature and quite often not
directly related to the volume of output for technical reasons. In the commodity processing sectors,
on the other hand, inputs will to a large extent be '"direct materials', and thus for technical reasons

directly related to the volume of output.
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Grouping our results according to this classification (table 21 and tables D25 and D26) brings

Table 21. 4Characteristics of receiving sectors. Forms of the regressions of inputs on output.
Classification by type of receiving sector. All specified inputs. Percentage distributions

Type of sector

Form of regression Extr::tive " Commodity
anc processing
service
Proportionalg no tretﬂ 0000000000000 00000000000000000 5107 69‘7
Ptopbrtiml, trend L N R N R 36'7 23'9
Proportional, total .seeecececrscecccccccsssoccoccnnans 88.4 93.6
Linear positive, no trend c.ecevececcssscccccrcscccses 2.0 1.8
Linear positive, trend .seccceeveccecccoccccaccccccnns 0.7 1.5
Linear po‘itive, total 0000000000000 00000000000000000 2'7 3‘3
Confirmation, totAl .s.eeeececocecocccccccosoccncccsoce 91.1 96.9
Linear negative, no trend c.eccceeesscvcccccecccsccnces 2.1 1.2
Linear negative, trend coeeeccecscocscocccosscsoscoces 4.1 1.6
Linear negative, total ..cceesceccccccsccccocccccocnne 6.2 2.8
Independent, trend seceeeeeesneseesssssssosoosonnscnns 0.7 -
Independent, N0 tTENd cccececccccccascnssoscocsescnses 2.0 0.3
Independent, tOtAl seevscescscrcrosncrereserorcoscnnas 2.7 0.3
Rejection, tOtal sveeecccccsveccccccsacssaccorssoacoses 8.9 3.1
TQt‘l 00000 000000000000000000000000000000000000000000 100.0 100.0
N‘mber 0f4 itm 900 0000000000000 000000000000000000 0000 : 147 330

out quite consistently a difference in the expected direction. As with all our results, the .
difference is perhaps not dramatic, but it is consistently present in mnearly all the basic groups of
inputs (cfr. tables D25 and D26): The percentages of items in the class “proportional, total" is
higher in éommodity processing sectors than in extractive and service sectors for all categories of
inputs except Imports, non competitive, which has only 13 items in each of the two classes, and Gross
value added, where the difference is very small.

When we consider the percentages falling in the class "proportional, no trend”, we again find
a quite consistent difference to the effect that the percentages are also here higher for commodity
processing sectors than for extractive and service seétors, with exceptions again for the category
Imports, non .competitive, and for Substitution groups. Still, the differences are not very big. But
here they are big enough to be significant:' For all specified inputs the proportion of Proportiomal,
no trend is 51.7 for Extractive and service sectors. This is a deviation of 3.2 times the standard
deviation in a binomial distribution with the probability 64.2 per cent (the result for all specified
inputs) for this outcome and 147 items. Similarly, the percentage for commodity processing sectors is
69.7 and 2.1 times the standard deviation away from 64.2.

Correspondingly, the class proportional, trend has the higher percentages in extractive and
service sectors for all categories except Imports, non-competitive and Substitution groups. The
differences between the two types of sectors in respect of the distribution on the classes without and
with trend seem to be somewhat more marked than the differences in respect of the total percentages in
‘the class proportional, . .

The proportion of inputs in the classes Linear with negafive regression coefficient for output
and Independent are higher for extractive and service sectors for all categories except Norwegian,
competitive and Gross value added. ) : '

The observed differences indicate that the Leontief model is slightly better adapted to the
commodity processing sectors than to the extractive and service sectors, but the difference is not very
great. The difference between the two typés of sectors stands out more clearly, when we group the
sectors in stead of the 1ndividual input items. For each sector we have computed the percentage of the



49

specified coefficients which falls into each of the 8 classes of results. We have then grouped the
sectors according to the following scheme:
1. Sectors with 70 per cent or more of their specified input items falling in the result class
Proportional, no trend.
2. Sectors with at least 50 per cent of the specified input items falling in the result class
Proportional, no trend, and the rest in the result class Proportional, trend.
3. Sectors with all specified input items falling in the result classes Proportional, no trend
and Proportional, trend.
4. Sectors with all specified input items falling in classes with what we have considered
significant positive correlation between input and output, i.e. in the classes Proportional and linear
positive.

The three latter classes are cumulative.

The results of this grouping of the sectors for the two types of sectors are given in table 22.

Table 22. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and type of sector

Type of receiving sector

Extractive Commodity Extractive Commodity
and service processing and service processing
sectors sectors sectors sectors
Number of sectors Percentage distribution
70 per cent or more of specified input
items in the class Proportional, no trend 12 28 33.3 67.7
All specified input items in the classes
Proportional, majority without trend .... 15 25 41.7 59.5
All specified input items in the classes
Proportional ..ieeieiiiiiiiiiiiiiintananan 22 27 61.2 64.3
All specified input items in classes with
significant positive correlation between
input and OULPUL t.ivevrinrnennenecnnnnnns 24 33 66.7 78.5
All sectors with sepcified items ........ 36 42 100.0 100.0

The difference between the two types are particularly striking as regards the proportion of sectors
with 70 per cent or more of input items falling in the class Proportional, no trend. Only one third of
the extractive and service sectors against two thirds of the commodity processing sectors answer this
description.

The above result is partly in contrast to the results obtained from an analysis of the inputs
in coefficient form (comp. The Stability of Input-output Coefficients). In that analysis we found that
"Surprisingly, the coefficients appear to be more stable in the extractive and service sectors than in
the commodity processing sectors ....'". However, we also found that "There is possibly an indication
of a greater proportion of no trend coefficients for inputs in manufacturing", i.e. in commodity
processing sectors.

The fact that we found greater dispersion about average and trends for input coefficients in
commodity processing sectors than in extractive and service sectors in the earlier study is not
necessarily inconsistent with our present result of greater percentages classified as proportional and
as positively correlated with output in commodity processing sectors than in extractive and service
sectors. One possible explanation might have been differences in size distribution of the input items,
but the difference persists for all the size groups (see table D27).

We must conclude that there are differences in the expected direction between the sector types
in regard to the percentages of cases where inputs are best explained by proportionality or positive
linear dependency on output, but that there are differences in the closeness of the relationships,

which go in the opposite direction.
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XXI. Size of receiving sectors

The average value of production in our sectors in the observation period varied from 13 million
kroner (State banks) to 5 700 million kromer (Trade, all in 1955-prices). There are 6 sectors with
average production less than 50 million 1955-kroner and 5 with an average of over 1 000 million kroner;
these five range from 1 700 to 5 700 willion kronmer in average. Are there systematic differences
between the sectors associated with output size in the way inputs are adjusted to changes in output?
Conceivably, statistical errors mighi ba relatively more important for input and output measurements
in small than in large sectors. (hen data are grouped according to the size of production in receiving
sectors, at least the specified items give a considerably higher percentage of cases with no positive
correlation between inputs and outputs for sectors with less than 100 million kroner in average
production than in larger sectors (table 23). This result for the specified inputs is also brought out

when we group the sectors instead of the individual input items (table 24).

Table 23. Forms of the regressions of inputs on output, classified by size in 1955-kroner of the
average production value of receiving sectors. All specified inputs. Percentage

distribution
Average production values. Million (1955-)kroner
0- 100.0~- 500.0 1Zi§
99.9 499.9 999.9
over
Proportional, no trend .....c.v.... e 66.2 64.8 66.3 48.6
Proportional, trend ...c.veeesecesnnens 22.1 29.6 23.4 40.0
Proportional, total ...eevevevennenoons 88.3 94.4 89.7 88.6
Linear positive, total .....cvcauvsseeonn 1.4 2.3 5.6 8.6
Confirmation, total .u.ieveveneeeananns 89.7 96.7 95.3 97.2
Linear negative, total .v..ieveveeencn. 5.9 2.6 4.7 2.8
Independent, total ...iievvvononennnnnn 4.4 0.7 - -
Rejection, total .v.ieeeeeencnocacennsnn 10.3 3.3 4.7 2.8
Total tevviieennosionseonnesnccocnnnsen 100.0 100.0 100.0 100.0
Number 0g items ...veeveneenreeconensnn 68 267 107 35

Table 24. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and size of average production in million 1955-kroner. Percentage
distribution

Average production in million 1955-kroner

o- 100~ 500
99.9 499.9

over
70 per cent and more of specified input
items in the class Proportional, no trend .... 38.5 51.3 57.7
All specified input items in the classes
Proportional, majority without trend ......... 38.5 56.4 50.0
All specified input items in the classes
Proportional .s.eveveceseecsecitcroanenrnacanns 46.1 71.8 57.7
All specified input items in classes with
signigicant positive correlation between input
and output ...ceieeneonn cssesesenencscororsass 53.8 79.5 - 73.0
Number of SECLOTS sivveieereesocnssossnrsocannn 13 39 26

We seem thus to be able to discern a tendency to a somewhat less pronounced conformity to the
Leontief model for the inputs in the smallest sectors. Usually, the small sectors have been specified
because their character sets them off from others, so that there are no natural combinations into which

to intergrate them. An effort at an a priori identification of "special sectors", where we would expect
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irregular input behaviour gave a larger proportion of such special sectors among the small sectors

than among the middle sized ones. This "test" is, of course, highly subjective.

XXII. Dispersion of production in receiving sectors

Generally, the dependency of quantities of input on volume of output in a sector should be
expected to be more precisely estimated, the wider the dispersion in output is in the data, provided
that production technique and quality of output remain unchanged. However, extreme changes in the
volume of output are probably often accompanied by or directly caused by important changes in production
techniques and - or product composition.

As a measure of relative dispersion in output we used standard deviation about average
production in the sector in per cent of average production. When the results for individual input items
are grouped according to this measure of dispersion of production in receiving sectors (tables 25 and
D31 and D32) there appears to be a tendency for a greater percentage of the input items to fall in the
class proportional, no trend, with increasing dispersion of production in the receiving sector, up to
the group of dispersions above 25 per cent of average production, where there is again a fall in the
percentage in this class of results. We might draw the conclusion from this evidence that the frequency
of trends in the proportionality coefficients may be slightly overstated in our results, due to the
effects of statistical disturbances. No other systematic differences appear to be associated with the
relative distribution of production in receiving sectors.

A generally similar picture emerges when we study the distribution of sectors instead of the

distribution of individual input items (tables 26 and D33).

Table 25. Forms of the regressions of inputs on outputs. Classification by the relative dispersion
of production in receiving sectors. All specified inputs. Percentage distribution

Standard deviation in per cent

. of average production value
Form of regression

0-9 10-14  15-19 20-24 2> @nd
over

Proportional, no trend ....... Cereeeeanas 55.5 63.6 68.5 73.8 56.3
Proportional, trend ...... et ereteesenan 37.5 28.3 24.1 19.4 32.8
Proportional, total ...iciieierincaacnnns 93.0 91.9 92.6 93.2 89.1
Linear positive ..ieeieeeeennnens e 4.2 1.6 1.9 3.9 6.2
Confirmation, total ..eeeeeveeeenacnnonns 97.2 93.5 94.5 97.1 95.3
Linear negative .veeeeeecccenccnss I - 4.9 5.5 2.9 4.7
Independent ....... Ceeteeeeeera e aenann 2.8 1.6 - - -
Rejection, total seieveeceereosnsconnsens 2.8 6.5 5.5 2.9 4,7
e o8- 100.0 100.0 100.0 100.0 100.0

Number of items .......... Cedsececaaaaene 72 184 54 103 64
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Table 26. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and dispersion in production. Percentages of numbers of sectors

Standard deviation in per cent

Sectors with: of average production value
25 and

0-9 10-14 15-19 20-24 over
70 per cent or more of specified input .
items in class Proportional, no trend .... 35.7 46.8 50.0 75.0 62.5
All specified input items in the classes
Proportional, majority without trend ..... 42.8 50.0 58.3 50.0 62.5
All specified input items in the classes ) :
Proportional .cccceeccccccsscrccacecncsces 4 71.4 59.4 66.7 50.0 75.0
All specified-input items in classes with
significant positive correlation between
input and OULPUL cecevevecrcccoracoccnccne 85.7 65.7 75.0 75.0 75.0
Number Of 8€CtOr8 .cceeevcecsscsocccscccas o 14 32 12 12 8

XXIII. Dispersion and trend in output in receiving sector

As was pointed out in the discussion of possible effect of time trends in putput in receiving
sectors (chapter XI), such trends may distort the results of our study in several ways. In particular
there might be a confusion between proportional relationships with a trend and linear relationships
without trend. When we grouped the results according to the existence or non-exixtence of trends in -
output in receiving sectors, not much light was thrown on this problem. However, when we also take
into consideration the dispersion of output in receiving sectors, we may perhaps draw some
conclusions. (See tables 27 and D34 and D35): For the inputs into sectors with large dispersion in
output and where this dispersion is not mainly the effect of a strong trend, the percentage of cases
classified as proportional with a trend in the proportionality factor is considerably lower, and the
percentage of linear cases (without trend) is correspondingly higher than for inputs into other '
sectors. This might indicate that our results, tend to exaggerate the frequency of proportional
relationships with trend, at the expences of the frequency of linear relationships. This conslusion

Table 27. PForms of regressions of inputs on outputs. Classification by dispersion and trend
: characteristics of output in receiving sectors. All specified inputs. Percentage
distribution

Standard deviation in per cent of average groductioi value -

0~9 10-14 15 and over
Form of regression No clear Clear trend No clear Clear trend
All trend in out- in output trend in out- in
~receivin§ put in in © put in output in
sectorsl)  receivin receivi receivin, receivig,
sectors! secto_pl sectors gectors
Proportional, no trend ...... 55.5 68.2 61.0 68.4 67.3
Proportional,.trend ceceeceee 37.5 25.8 29.7 10.5 25.7
Proportional, total .eccecees 93.0 94.0 90.7 78.9 93.0
Linear positive, total ...... 4.2 1.5 1.7 . 15.8 3.0
Confirmation, total «.ceceves 97.2 95.5 92.4 94,7 96.0
Linear negative, total ...... - 3.0 5.9 5.3 4.0
Independent, total .ececevees 2.8 1.5 1.7 - -
Rejection, total seeccececsss 2.8 4.5 7.6 5.3 4.0
Total ceceescesvescsocsccncne 100.0 100.0 100.0 100.0 100.0
Of these without trend .... 58.3 68.2 64.4 89.5 70.8
Number of input items ....... 72 66 us 19 202

1) Sectors with a correlation coefficient between output and time above. 707 are classified as having
a clear trend in output. ’



53

would be supported by the fact that the result Proportional, trend comes early in our testing procedure
(compare chapter V) whereas the linear relationships are much later. The testing procedure must
consequently be expected to be biased in favour of the proportional, trend result. On the other hand,
the fact that there are only 19 input items into only two sectors in the class of inputs into sectors
with large dispersion and no clear trend in output makes the basis for a strong conclusion somewhat
shaky.

Since we have established that inputs and outputs do not change proportionately over time in
about one third of all cases, and since the extrapolation of time trends seems to be a somewhat
hazardous project for logical reasons, it may be that some further experimenting with linear input

output relationships is more warranted than appears from our results at first sight.

XXIV. Number of input items

The idea that the nature of input-output relationships may depend on the number of input items
in a sector may seem a little far fetched, but conceivably there might be & difference between sectors
engaged in an assembly type of production, putting together parts made up of materials from a great
variety of sources on the one hand, and sectors processing one or a small number of main raw materials
with little materials added on the other. However, service sectors, with generally few input items
would also influence the picture.

The number of specified input items and the total number of input items for each sector is
given in Appendix table II, together with the test results for each sector. When the sectors are
grouped according to number of specified input items (table 28) or according to total number of input
items (table 29) it appears that the sectors with the smallest numbers of input items have relatively
fewer results in the class Proportional, no trend and fewer in the classes with positive correlation
with output alltogether than sectors with greater numbers of inputs. We have thus an indication that

the hypothesis about a better fit for the assembly type sectors is correct. (See also tables D36 and D37)

Table 28. Forms of the regressions of inputs on output. Classification by number of specified
input items in receiving sector. All specified inputs. Percentage distribution

Number of specified input items in receivirg sector

Form of regression

1-6 7-9 10 and

over

Proportional, no trend ....... Ceeseeens 56.0 77.7 60.9
Proportional, trend ...eeeeeeens Ceeeaas 31.9 19.5 31.4
Proportional, total .....covvvenen ceven 87.9 97.2 92.3
Linear positive, total .v.veeeeeeeeanns 3.9 0.7 4.5
Confirmation, total ....ievevenneenennn 91.8 97.9 96.8
Linear negative, total .v..vvvvieencnnns 5.5 2.1 3.2
Independent, total .....cevviiienencnas 2.7 - -
Rejection, total seeeeeieserecncencnans 8.2 2.1 3.2
TOtAl tiveevnenronnoncnnsensnsansnnnans 100.0 100.0 100.0

Number of input items .....vieeeeceseos 182 139 156
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Table 29. Forms of the regressions of inputs on output. Classification by total number of input itm
in receiving sector. All specified inputs. Percentage distribution

Total number of inputs items in receiving sector

Form of regression

25 and
3-9 10-24 over

Proportional, no trend ...cecececceccocces 53.5 70.0 50.8
Proportional, trend’ sevececcesttcsccenonns " 32.6 24.8 36.2
Proportional, total cccecevccscccecccsccas 86.1 94.8 87.0
Linear positive, total .seeececcscocsscscse 1.1 2.4 8.7
Confirmation, tofal cccceevececccsccconces 87.2 97.2 95.7
Linear negative, total .ceceeecesvcccccoes ' 8.1 2.5 4.3
Independent, total ceececscccereccccccccns 4.7 0.3 -
Rejection, total ceceececcecesecssecronons 12.8 2.8 . . 4.3
Total 0009000000000 000s0r2 0000000000000 10000 100.0 B 10000
Number og specified input items .ceccevcees 86 323 69

XXV. Summary of findings

It was found in earlier studiesl) that there are considerable variations from year to year in
the input-output proportions and that part of these variations could be accounted for by linear trends
in the coeificlen:s, but that much variation also remained about the trend lines. It was also found
that the instability in coefficients led to conmsiderable errors in forecasts of intermediate del;verxes
when these forecasts were based on an observed set of input-output coefficients or on averages of such

“coefficients. In the present study we wanted to test if the simple hypothesis of linear,
nonpropértional relationships between inputs and outputs, or of independency would offer better
alternatives to the hypothesis of proportionality. We also wanted to investigate if there are specific
types of. inputs or specific types of sectors, which differ from the rest in respect of ipput-output
relationships. Since an interindustry model of production is bases on assumptions about input-output
relationships for up to thousands of input items, it would be of great practical importance if the mass
of input items could be subdivided into groups where the hypothesis of proportionality worked quite well,
and others where it did not turn out so well, so that the search for alternative hypotheses could be
intensified for the latter groups.

As the preceding account of our results show, the alternatives did not prevail over the
propottionnli;y assumption in the majority of cases. With the reservation that our testing
procedure was biased in favour of the proportionality assumption, this assumption was rejected for only
about 1 out of 10 cases (8 per cent for the reference group). With this low over all percentage of
rejections it is perhaps not so surpricing that we were not able to discover groups of inputs or
production sectors which stood clearly out from the rest in regard to relationships between inputs and
outputs. Roughly 3 in 100 (3 per cent for the reference group) of the input items studied appeared to
be linearly, nonproportionally, dependent on output with a positive regression coefficient and 1 in 20
(4.8 per cent for the reference group). showed a negatively inclined linear dependency or independence
between ipput and output. -

In all the forms of relationships between inputs and outputs selected by our testing
procedure about one third were forms with a trend factor (32.2 per cent for the reference group).

This is clearly less than the percentage of input-output coefficients with a trend (42 to 58 per cent
for the reference group) found in the earlier study of coefficient stability 2) , and there is no good
correspondende between the results of the present and the former study in this respect. A certain
possibility for trade-offs between non-proportional linear forms and proportionality with a trend in
our test results, together with different minimization proceduies must account for this difference.

1) Sevaldson, Op,cit.1970 and Sevaldson, Op.cit. 1972,
2) Sevaldson, Op.cit. 1970.
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Nearly two thirds (64 per cent for the reference group) of all items were classified as proportional
with output and without trend.

In respect to the various categories describing origin, competitiveness and aggregation
levels into which the input items were grouped, the general impression is that there are no very
marked differences between the groups as regards test results. It is particularly remarkable that
the formation of more aggregate input units through the combination of 'similar" items, like correspond-
ing domestic and imported inputs, inputs characterised as "substitution groups" or "fuels combined"
do not tend to alter the relative frequencies of the various outcomes of the testing procedure. We
must take this as an indication that the increase in coefficient stability achieved by aggregating the
input-output matrixl) is primarily an effect of statistical and not of systematic causes.

The size of the input-output coefficient did not appear to influence the results of the testing
procedure. This is remarkable but it is not inconsistent with the finding in the study of coefficient
stabilityz), that the larger coefficients were more stable over time than the small ones. Measured
in absolute size, i.e. in 1955-kroner, the larger inputs showed more evidence of trends in the
relationships with output, and somewhat fewer instances of independence or negative correlation with
output, than the small and medium-sized inputs. The general conclusion is that there are not marked
differences in the input-output relationships between inputs of different sizes,

A closer study of the input items which were classified as linearly and non-proportionately
related to output, showed that the constant terms were not large for the majority of items. Negative
regression coefficients between input and output were found more often for small than for large
input items, and when trends were ignored, half of the negative regression coefficients were changed
to positive, and the changes were particularly frequent for the larger input items.

When inputs were classified by type into a) direct and b) auxiliary materials, c) services
and d) packing materials, a clear difference was found between service inputs and the three types of
materials input in respect of results. The results indicated a tendency to stronger positive
correlation between inputs and outputs for the materials inputs than for service inputs, which is in
agreement with commonly held beliefs, but the differences are hardly sufficiently important to
warrant a differential treatment of services and materials in input-output analysis.

The difference between services and materials is to some extent found again when we group
inputs by type of delivering sector into deliveries from extractive and service sectors as compared
to deliveries from commodity processing sectors, where there is a tendency to differences in the
same direction.

Inputs coming from sectors which deliver their products to many different sectors seemed to
be somewhat less closely tied to the production levels in receiving sectors than inputs coming from
sectors with fewer '"customers'". It is assumed that sectors with deliveries to many users typically
produce ancillary inputs, whereas sectors with few recepients for their products deliver principal
materials.

When the test results are grouped according to whether the receiving sectors are commodity
processing or extractive and service producing, the commodity processing sectors showed the highest
share of proportional outputs, both in total and in the class proportional, without trend. These
sectors also had the lowest percentages of inputs classified as independent of, or negatively related
to outputs. But again the difference was not so big as one might have expected on the basis of
customary arguments for a more ready acceptance of the Leontief model for processing sectors.

Very small sectors, which are in many respects "problematic'" shoved a tendency to give more
uncertain results, and smaller fractions of proportional inputs than the rest.

Dispersion in output in the receiving sector, which should be expected to improve the
presicion in our tests appeared to reduce the frequency of trends in the proportionality coefficient
and increase the frequency of non-proportional, linear dependencies.

F

1) Sevaldson, op.cit. 1972,
2) Sevaldson, op.cit. 1970.
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An analysis of the results classified according to number of input items in receiving sectors

conformity with the hypothesis of input-output analysis than "processing' sectors and service sectors
p P y P g

with few input items.

such as:

To sum up, our analysis appears to indicate that:

As explanations for the variability in input-output ratios we are then left with possibilities

the assumption about a positive relationship between inputs and output in production sectors

is correct for 19 out of 20 cases.

the observed instability in inmput~output ratios is not much helped by the introduction of
linear, non-proportional relationships.

a considerable part of the variation over time in input-output ratics is captured by the
introduction of trends in input-cutput relationships.

there are small differences between the groups into which input items have been classified

in this study in respect to results of the testing procedure applied. To the extent that

there are differences they coinside with apriori expectations, but they are hardly big

enough to warrant differential approaches to the problem of relationships between inputs and

outputs.

the relationships are of a more complicated mathematical form than linearity.
there are other variables than output which systematically influence the volumes of inputs.
the statistical precision in our data is insufficient, due to reporting or measurement
problems.

there are arbitrary variations in the input-output ratios in the production processes.

sectors, with many inputs are in better
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PART D. DETAILED TABLES

Table D1. Equivalence in the forms of the regressions of inputs on outputs for basic categories of

inputs. Classification by average size in kroner of the input items

: Average size of input item in million 1955-kroner
Basic category 0 - 10.1- 50.1- 100.1- 250.1 0- 0- 0- 100.1 250.1
Form of regression 10.0 50.0 100.0 250.0  + °%3l 190 50.0 100.0 + 4  [Total
Number of input items Percentage distribution

Norwegian competitive
Proportional or independent,

no trend ..iieiiiiirinenns 43 11 4 - - 58 74.2 93.2 100.0 - - 100.0
Other proportional, no trend 19 17 3 5 5 49 38.8 73.5 79.6 20.4 10.2 100.0
Other forms ...........c00us 23 15 6 5 5 54 42.6 70.4 81.5 18.5 9.2 100.0
Norwegian, non-competitive
Proportional or independent,

no trend ....eiiiiiiaeaann 19 6 1 - - 26 73.1 96.2 100.0 - 100.0
Other proportional, no trend 37 20 1 1 2 61 60.7 93.5 95.1 4.9 3.3 100.0
Other forms ...eevevenunss .. 52 10 1 3 - 66 78.8 94.0 95.5 4.5 100.0
Imports
Proportional or independent,

no trend ...eeerereccnonnn 45 14 2 1 1 63 71.5 93.7 96.8 3.2 1.6 100.0
Other proportional, no trend 15 25 6 3 - 49 30.6 81.7 93.9 6.1 - 100.0
Other forms ......cv00u oo 23 17 5 4 2 51 45.1 78.5 88.2 11.8 3.9 100.0
All specified inputs
Proportional or independent,

no trend ...ieieiiieeininen 107 31 7 1 1 147 72.8 93.8 98.6 1.4 0.7 100.0
Other proportional, no trend 71 62 10 9 7 159 44.7 83.6 89.9 10.1 4.1 100.0
Other forms ...eievveesncens 98 42 12 12 7 171 57.3 81.8 88.9 11.1 4,1 100.0
Competitive inputs combined
Proportional or independent,

no trend ....e00000en RPN 40 12 6 2 1 61 65.6 85.3 95.1 4.9 1.6 100.0
Other proportional, no trend 29 33 7 9 8 86 33.7 72.1 80.3 19.7 9.3 100.0
Other forms .....oveevennnns 24 30 11 8 5 78 30.8 69.3 83.3 16.7 6.4 100.0
Fuels combined
Proportional or independent,

no trend ...eieeeereeaanns 10 2 - - - 12 83.3 100.0 100.0 - - 100.0
Other proportional, no trend 14 7 - - - 21 66.7 100.0 100.0 - - 100.0
Other forms ....veeveinnnnnnn 15 5 - - - 20 75.0 100.0 100.0 - - 100.0
Substitution groups
Proportional or independent,

no trend c..eeeeececcanans - 2 - - - 2 - 100.0 100.0 - - 100.0
Other proportional, no trend - 4 7 4 13 28 - 14.3 39.3 60.7 46.4 100.0
Other forms ....oeevvvennnn : 3 8 2 5 5 23 13.0 47.8 56.5 43.5 21.7 100.0
Import sums
Proportional or independent,

no trend ..iieiiiiaiinennn 5 10 2 1 - 18 27.8 83.3 94.5 5.5 - 100.0
Other proportional, no trend 5 9 5 6 2 27 18.5 51.9 70.4 29.6 7.4 100.0
Other forms .....eeeeeenenns 6 6 3 5 3 23 26.1 52.2 65.3 34.0 13.0 100.0
Gross value added
Proportional or independent,

no trend c..ieeieeeeecienennn - 2 1 2 1 6 - 33.3 50.0 50.0 33.3 100.0
Other independent, no trend. 2 4 7 19 10 42 4.8 14.3 31.0 69.0 23.8 100.0
Other fOorms ...eeveeeveceans 1 7 5 10 8 31 3.2 25.8 42,0 58.0 25.8 100.0
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Table D2. Equivalence in the forms of the regressions of inputs on outputs for basic categories of
inputs. Classification by relative dispersion of producticn in receiving sectors :

Standard deviation divided by average production in receiving sectors

Basic category

. 0 - 0.10- 0.15- 0.20- 0.25 0o- O0- 0- 0- 0.25
Form of regression 0.09 0.14 0.19 0.24 + T°%lo 09 0.14 0.19 0.24 +  -otal
Number of input items Percentage distribution
Norwegian, competitive
Proportional or independent,

NO trend o euveeveveaneneen 10 25 5 i3 5 58 17.2 60.3 £8.9 91.3 8.7 100.0
Other proportional, no trend 7 12 4 16 10 49 14.3 38.8 47.0 79.6 20.4 100.0
Other forms ..evevceececnnan 8 20 5 g 12 54 14.8 51.8 61.0 77.7 22.3 100.0
Norwegian, non-competitive
Proportional or independent,

DO trend tieevieenieinnia, 4 2 3 - 26 15.4 80.8 88.5 100.0 - 100.0
Other proportional, no trend 6 26 14 10 5 61 9.8 52.4 75.3 91.7 8.3 100.0
Other forms .....evevvennn .. 15 & 7 7 66 22.7 66.7 78.8 89.4 10.6 100.0
Imports
Proportional or independent,

NO trend siveeeroneocconan 9 22 8 17 7 63 14.3 49.2 61.9 88.9 11.1 100.0
Other proportional, no trend 4 i5 4 17 9 49 8.2 38.8 47.0 81.7 18.3 100.0
Other forms .ovveeveennennes 9 18 4 11 9 51 17.6 53.0 60.8 82.4 17.6 100.0
All specified inputs
Proportional or independent,

no trend ...eviiiieninann 23 64 15 33 12 147 15.7 59.2 69.4 91.8 8.2 100.0
Other proportional, no trend 17 53 22 43 24 159 10.7 44.1 57.9 84.9 15.1 100.0
Other forms ...veeeeevoceoss 32 67 17 27 28 171 18.7 57.9 67.8 83.6 16.4 100.0
Competitive inputs combined
Proportional or independent,

no trend ....ceiriiniiannn 15 21 8 11 6 61 24.6 59.1 72.2 90.2 9.8 100.0
Other proportional, no trend 8 20 11 28 19 86 9.3 32.6 45.4 78.0 22.0 100.0
Other forms ..coev.. Cerssens 0 3 4 18 15 78 12.8 52.6 57.7 80.8 19.2 100.0
Fuels combined
Proportional or independent,

No trend veveverseccennans 2 7 - 2 1 12 16.7 75.0 75.0 91.7 8.3 100.0
Other proportional, no trend 3 3 5 5 5 21 14.3 28.6 52.4 76.2 23.8 100.0
Other forms .ovveevvvesncens 5 9 1 4 1 20 25.0 70.0 75.0 95.0 5.0 100.0
Substitution groups
Proportional or independent,

N0 trend v.oeervescenennnnee 1 1 - - - 2 50.0 100.0 100.0 100.0 - 100.0
Other proportional, no trend 4 12 3 7 2 28 14.3 57.1 67.8 92.8 7.2 100.0
Other fOrms ..veveeeevencenns 2 12 1 6 2 23 8.7 60.9 65.2 91.3 8.7 100.0
Import sums
Proportional or independent,

NOo trend v..eeevevencencen 4 10 2 1 1 18 22,2 77.7 88.8 94.4 5.6 100.0
Other proportional, no trend 7 7 4 7 2 27 25.9 51.8 66.6 92.5 7.5 100.0
Other forms ..iveveeeccanass 2 11 1 4 5 23 8.7 56.5 60.8 78.2 21.8 100.0
Gross value added
Proportional or independent,

NO trend veeeveeeenssonses 3 3 - - - 6 50.0 100.0 100.0 100.0 - 100.0
Other proportional, no trend 7 12 11 8 4 42 16.6 45.2 71.4 90.4 9.6 100.0
Other forms ...veeveeececsns 4 17 1 5 4 31 12.9 67.8 71.0 87.1 12.9 100.0
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Table D3. Equivalence in the forms of the regressions of inputs on outputs for basic categories of
inputs. Classification by relative dispersion of production in receiving sectors and
coefficient size

Standard deviation in per cert of average production for receiving sectors

Basic category 0 - 14 15 and over 0 - 14 15 and over
Form of regression Coefficient size
0 - Over 0 - Over 0 - Over 0 - Over
0.05  0.05  0.05 0.05 °3l .05 0.05 0.05 0.05 "°tal
Number of input items Percentage distribution
All specified inputs
Proportional or independent,
no trend .ciue..n veresases 69 18 49 11 147 47.0 12.2 33.3 7.5 100.0
Other proportional, no trend 43 27 57 32 159 27.0 17.0 35.9 20.1 100.0
Other forms .......... tesene 71 28 49 23 171 41.5 16.4 28.6 13.5 100.0
Competitive inputs combined
Proportional or independent,
no trend .c.iieriiinecnenes 28 8 20 5 61 45.9 13.1 32.8 8.2 100.0
Other proportional, no trend 10 18 36 22 86 11.6  20.9

41.9  25.6 100.0
Other forms ........cvovvvnn 20 21 20 17 78 25.6 26.9 25.7 21.8 100.0

Substitution groups and

fuels
Proportional or independent,

no trend ...veiveinencasaen 10 1 3 - 14 71.5 7.1 21.4 - 100.0
Other proportional, no trend 7 15 11 16 49 14.3  30.6 22.4 32.7 100.0
Other forms ...... Ceesianan 15 13 8 7 43 34.9 30.2 18.6 16.3 100.0

Import sums
Proportional or independent,

no trend ...ieineieceneonn 7 7 3 1 18 38.9 38.9 16.7 5.5 100.0
Other proportional, no trend 4 10 1 12 27 14.8 37.0 3.7 44,5 100.0
Other forms ...eeevesncvnnns 5 8 1 9 23 21.8  34.8 4.2  39.2 100.0
Gross value added
Proportional or independent,

No trend ..vieveesocrnenes - 6 - - 6 ~ 100.0 - - 100.0
Other proportional, no trend - 19 - 23 42 - 45,2 - 54,8 100.0

Other forms .....covevevnnns - 21 - 10 31 - 67.7 - 32.3 100.0
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Table D4. Forms of the regression of inputs on outputs for basic categories of inputs classified
according to trend characteristics of output in receiving sectors. Numbers of input items

Form of regression

Basic category
Trend character Proportional Linear, positive Linear, negative Independent Total
of receiving

sector E:end Trend Total ?:end Trend Total ?Uend Trend Total Ezend Trend Total Number i:égen
Norwegian,

competitive

No trend ..... & g - - - 2 - 1 1 32 19.9
Moderate trend 15 1 16 - - - ~ - - 16 9.9
Clear trend .. 71 34 105 3 1 4 2 2 4 - - - 113 70.2
Norwegian, non

competitive -

No trend ..... 11 g 20 1 1 2 - - - - 1 1 23 15.0
Moderate trend 7 1 é - - - - - - - . 8 5.2
Clear trend .. 69 39 108 2 1 3 3 5 8 1 2 3 122 79.8
Imports

No trend ..... 22 6 28 - - - 1 1 - - 29 17.8
Moderate trend 10 6 16 2 1 ) - - - - - - 19 11.7
Clear trend .. 80 29 109 1 2 3 1 2 3 - - - 115 70.5
All specified

inputs

No trend ..... 54 23 77 1 1 i 1 2 3 - 2 84 17.6
Moderate trend 32 8 40 2 1 3 ~ - - - - - 43 9.0
Clear trend .. 220 102 322 6 4 10 6 9 15 1 2 3 350 73.4
Competitive

Inputs combined

No trend ..... 27 13 40 - - - - 2 2 - - - 42 18.7
Moderate trend 13 7 20 - - - - 1 1 - 2 2 23 10.2
Clear trend .. 107 47 154 1 1 2 1 3 4 - - - 160 71.1
Substitution

groups and

fuels

No trend ..... 14 5 19 - - - 2 - 2 1 - 1 22 20.8
Moderate trend 3 6 9 1 B 1 - - - 1 1 11  10.4
Clear trend .. 46 21 67 1 2 3 1 2 3 - - 73 68.8
Import sums

No trend ..... 10 - 10 1 - 1 - - - - 1 1 12 17.6
Moderate trend 4 1 5 - - - - - - - - - 5 7.4
Clear trend .. 31 15 46 1 3 4 - 1 1 - - - 51 75.0
Gross value

added '

No trend ..... 8 2 10 2 1 3 - - - - - - 13 16.5
Moderate trend 3 1 4 .- - - 1 1 - - 5 6.3

Clear trend .. 37 17 54 3 2 5 1 - 1 - 1 1 61 77.2




Table D5. Forms of the regressions of inputs on outputs for basic categories of inputs classified
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according to trend characteristics of output in receiving sectors.

Percentage distribution

Basic category

Form of regression

Trend character of Proportional Linear, positive Linear, negative Independent
receiving sector No No No No Total
Trend Total Trend Total Trend Total Trend Total

trend trend trend trend
Norwegian, competitive
No trend ..... Cerasaes 65.6 25.0 90.6 - - - 3.2 3.1 6.3 - 3.1 3.1 100.0
Moderate trend ....... 93.7 6.3 100.0 - - - - - - - 100.0
Clear trend ..... e 62.8 30.1 92.9 2.6 0.9 3.5 1.8 1.8 3.6 - - - 100.0
Norwegian, non-
competitive
No trend sveeevenenens 47.8 39.1 86.9 4.4 4,3 8.7 - - - - 4.4 4.4 100.0
Moderate trend ....... 87.5 12.5 100.0 - - - - - - - 100.0
Clear trend ..... e 56.5 32.0 88.5 1.6 0.8 2.4 2.5 4.1 6.6 0. 1.7 2.5 100.0
Imports
No trend ....... e 75.9 20.7 96.6 - - - - 3.4 3.4 - - - 100.0
Moderate trend ....... 52.6 31.6 84.2 10.5 5.3 15.8 - - - - - 100.0
Clear trend ...vvveven 69.6 25.2 94.8 0.9 1.7 2.6 0.9 1.7 2.6 - - - 100.0
All specified inputs
No trend «iveveceneens 64.3 27.4 91.7 1.2 1.2 2.4 1.2 2.3 3.5 - 2.4 2.4 100.0
Moderate trend ....... 74.4 18.6 93.0 4.7 2.3 7.0 - - - - - - 100.0
Clear trend ..eivvennn 62.9 29.1 92.0 1.7 1.1 2.8 1.7 2.6 4.3 0.3 0.6 0.9 100.0
Competitive inputs
combined
No trend ..ivvveennnas 64.3 30.9 95.2 - - - - 4.8 4.8 - - - 100.0
Moderate trend ....... 56.5 30.5 87.0 - 4.3 4.3 - 8.7 8.7 100.0
Clear trend ..eeveeens 66.8 29.4 96.2 0.7 0.6 1.3 0.6 1.9 2.5 - - 100.0
Substitution groups
and fuels
No trend veveeeenncens 63.6 22.7 86.4 - - - 9.1 - 9.1 4.5 4.5 100.0
Moderate trend ....... 27.3 54.5 81.8 9.1 9.1 - - - - 9.1 9.1 100.0
Clear trend ...ievennn 63.0 28.8 91.8 1.4 2.7 4.1 1.4 2.7 4.1 - - - 100.0
Import sums
No trend ...... PN 83.4 - 83.4 8.3 - 8.3 - - - - 8.3 8.3 100.0
Moderate trend ....... 80.0 20.0 100.0 - - - - - - - - - 100.0
Clear trend .....uove0e 60.8 29.4 90.2 2.0 5.9 7.9 - 1.9 1.9 - - - 100.0
Gross value added
No trend «ievevevennns 61.5 15.4 76.9 15.4 7.7 23.1 - - - - - - 100.0
Moderate trend ....... 60.0 20.0 80.0 - - - 20.0 20.0 - - - 100.0
Clear trend ...vevevas 60.6 27.9 88.5 4.9 3.3 8.2 1.7 - 1.7 - 1.6 1.6 100.0
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Basic category

Comparison between form of regression of input on output and trend character of inmput-output

Trend in input-output coefficient

Form of regression None Mode~ Clear Total None Mode~ Clear Total
rate rate
Number of input itame | Percentage distribution

All specified inputs
Proportional, no trend

No trend in output .eeees so-ons . 35 8 11 5 P48 20,4 3100.0

Moderate trend in output ........ 20 5 7 15.6 21.9  100.0

Clear trend in output .....csvuss 123 49 48 22.3 21.8  100.0
Proportional, trend ......  eeseiaens 6 8 L1y i 4 6.0 89.5  100.0
Linear, no trend

No trend in output ...........ee. 2 - - 2 100.0 - - 100.0

Moderate trend in outpuf ........ 1 1 - 2 50.0 50.0 - 100.0

Clear trend in output ........... 2 2 8 i2 16.7 16.7 66.6  100.0
Linear trend

No trend in OUtpPut v.evaenrooncns - - 3 3 - 1006.0 100.0

Moderate trend in output ........ 1 - - 1 100.0 - - 100.0

Clear trend in output ........... 7 4 2 13 53.8  30.8 15.4  100.0
Independent, no trend

Clear trend in OULPUE seveveronan - 1 1 -~ - 100.0  100.0
Independent, trend

No trend in output ....oceveoenns ] - 1 2 50.0 - 50.0 100.0

Clear trend in output ........... 1 - 1 i 50.0 - 50.0 100.0
Total vieenvneocas Cesseeseetanrnaosas 199 77 201 477 41.7 16.1 42,2 100.0
Competitive inputs combined
Proportional, no trend

No trend in output .e.evsvevacca. 16 G 5 27 59.3 22.2 18.5 100.0

Moderate trend in output ........ 9 1 3 13 69.2 7.7 23.1  100.0

Clear trend in output ....eesuess 60 22 25 107 56.1  20.5 23.4 100.0
Proportional, trend ......eoveconnan - 3 64 67 - 4.5 95.5 100.0
Linear, no trend

Clear trend in output ...c....... - - 2 2 - - 100.0 100.0
Linear, trend

No trend in OUtPUL sevevesrcoasse - 1 1 2 - 50.0 50.0 100.0

Moderate trend in output ........ 1 - - 1 100.0 - - 100.0

Clear trend in output ........... 1 1 2 4 25.0 25.0 50.0 100.0
Independent, trend

Moderate trend in output ....,... - -~ 2 2 - - 100.0  100.0
Tota8l cevevivneeeeosscnrosnnsonnosae 37 34 104 225 38.7 15.1 46,2 100.0
Substitution groups and fuels
Proportional, no trend

No trend in output v.eeeeeeececes 7 1 6 14 50.0 7.1 42.9 100.0

Moderate trend in output ........ 3 - - 3 100.0 - - 100.0

Clear trend in output .sesecesceeo - 29 10 7 46 63.1 21.7 15.2 100.0
Proportional, trend ...evevennnnnnes 3 1 28 32 9.4 3.1 87.5 100.0
Linear, no trend

No trend in output .....cveseensn 1 1 - 2 50.0 50.0 - 100.0

Moderate trend in output ........ 1 - - 1 100.0 - - 100.0

Clear trend in OUtput seveovoeovss 1 - 1 2 50.0 - 50.0 100.0
Linear, trend

Clear trend in output ......c.... 2 - 2 4 50,0 - 50.0  100.0
Independent, no trend

No trend in OUtPUL seevusoscoenen 1 - - 1 100.0 - - 100.0
Independent, trend

Moderate trend in output ........ - - 1 1 - 100.0  100.0
TOtal suieveevensocssssensacnsncasnns 48 13 45 106 45.3 12.3 42.4 100.0



Table D6 (cont.). Comparison between form of regression of input on output and trend character of
input-output coefficient
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Basic category

Form of regression

Trend in input-output coefficient

None

Mode-

rate

Clear

Total

None

Mode-
rate

Clear

Total

Import sums

Proportional, no trend
No trend in output ......
Moderate trend in output
Clear trend in output ...

Proportional, trend ........

Linear, no trend
No trend in output ......
Clear trend in output ...

Linear, trend
Clear trend in output ...

Independent, trend
No trend in output ......

Total ....vune F .

Gross value, added

Proportional, no trend

seecese e

sesese s

No trend in output .s....ecov... ..

Moderate trend in output
Clear trend in output ...

Proportional, trend ..... cen

Linear, no trend
No trend in output ......

Clear trend in output .....

Linear, trend
No trend in output ......

cees

Moderate trend in output ........
Clear trend in output ...........

Independent, trend
Clear trend in output ...

Small unspecified

Proportional, no trend
No trend in output ......
Moderate trend in output

o e

o

e

Clear trend in output ...........

Proportional, trend .....eveeenennan

Linear, no trend

Clear trend in output ....

Linear, trend

coe

Clear trend in output ...eeeeavss

Independent, no trend
Clear trend in output ..

Independent, trend
Moderate trend in output

seeeecane

Total t.ovviveerieennennnns cesecsense

Number of input items

34

~

34

w &~ N

16

17

23

27

wu =N

12

24

10

31
16

68

~N W oo

20

N

79

w

17

75

Percentage distribution

60.0
100.0
64.5

18.8

100.0

50.0

87.5
100.0
54.1

15.0

28.6
33.3
63.4

11.8

33.3

100.0

50.0

45.3

20.

18.

100.0
16.2

32.4
10.0

25.0

50.0

20.2

42,
33.
24,

17.

N B~ W

1

22.7

20.0
22.6
62.4

100.0

75.0

33.8

12.5

13.5
75.0
75.0

100.0

50.0

100.0
34.2

28.6
33.4
12.2

70.5

66.7

50.0

100.0
32.0

100.0
100.0
100.0

100.0

100.0
100.0

100.0

100.0
100.0

100.0
100.0
100.0
100.0
100.0
100.0
100.0

100.0
100.0
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Table D7. Comparison between form of regression of input on output ard trend charactar of

coefficient. Consistent and inconsistent results

input~output

Comparability of test results

Basic category

Form of regression Consis~

tent

Modera-
tely in-
consistent tent

All specified inputs

Proportional, no trend

No trend in output ......c.en.e 35
Trend in OULPUE civvinvnevanans 109
Proportional, trend ........ e 127
ALl other forms ....c.ovvvivionn. - 25
Total ... oon.. 296

Competitive inputs combined

Proportional, no trend

No trend in output .s..coveses.s 16
Trend in output ...eovicovenens 51
Proportional, trend ..... e .. 67
All other forms ... .vvevvivcnnnnn 9
Total ....oevee 143

Substitution groups and fuels

Proportional, no trend

No trend in output ............ 7
Trend in output eovevecacaun... 17
Proportional, trend ..ceeevinvnnnn 29
All other forms ...icevvvnvnonnnn. f
Total ...coennns 59

Import sums

Proportional, no trend
No trend in output ...seeesven.

Trend in output soevevsvevneene 11
Proportional, trend .eeveevcacenas 13
All other forms .....oovevvevenonen 7

Total ......c... 37

Gross value added

Proportional, no trend

No trend in output ............ 7
Trend in output seevevencensnes 17
Proportional, trend +.ievvvvecenns 17
All other forms ....covveevennnnnn 11
Total ...ouen... 52

Small unspecified

Proportional, no trend

No trend in output «eeececessons 2
Trend in OULPUL cevvevcvrenncas 17
Proportional, trend «..eoccecrnann 15
All other forms .veecoveocsseancns 4
Total .o.cvevnenn 38

[N

[o%)
[V

23

23

o
~N W

30

Incon-
sis—

Number of items

i
o

()
ALSI

(V]

~!

12

N

~ WwoN

Lt
[NCR,

38
77

27
120

67
11
225

I
O

(o6}
hes

f—
p—y

106

10
35

16

68

40
20
11
79

55.3
42.5

100.0
81.8
63.6

60.0
31.4

81.3
100.0
54.4

87.5
42.5

85.0
100.0
65.8

28.6
38.6

88.2
57.2
5G.7

Modera-
tely in-

Incon—
sis-  Total
tent

consistent

2.6

31.8

[o)
W
W=

18.2
33.0

20.4  100.6

160.0
4.5 100.0
31.6 100.0
6.1 100.0

3.5 100.0

- 100.0
100.0

18.2 100.0
3.1 100.0

42.9 100.0

- 100.0
9.4 100.0
27.3 100.0
11.3 100.0
20.0 100.0
- 100.0
18.7 100.0
- 100.0
7.3 100.0
12.5 100.0
- 100.0
15.0 100.0
- 100.0
5.1 100.0
28.6 100.0
- 100.0
11.8 100.0
42.8 100.0

9.3 100.0
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Table D8. Comparison between form of regression of input on output and trend character of input-output
coefficient. Further breakdowns of proportional items

Basic category - dTrend in input-output co§f§1c1ent
Form of regression None 29%7 Clear Total None _oo° Clear Total
rate rate
Number of input items | Percentage distribution

All specified inputs

Proportional or independent, no trend

No trend in OULPUL ceevvvvvenevane 26 4 3 33 78.8 12.1 9.1 100.0
Moderate trend in output ......... 17 4 2 23 73.9  17.4 8.7 100.0
Clear trend in OULPUL c.veeveevnns 56 18 17 91 61.5 19.8 18.7 100.0
Other proportional, no trend
No trend in oUtPUL severrecneecsns 9 4 8 21 42.9 19.0 38.1 100.0
Moderate trend in output ......... 3 1 5 9 33.3 11.1 55.6 100.0
Clear trend in output ......eevess 67 31 31 129 52.0 24.0 24.0 100.0
Competitive inputs combined
Proportional or independent, no trend
No trend in oUtput seveeveeseesens 9 3 1 13 69.2 23.1 7.7 100.0
Moderate trend in output ......... 7 1 1 9 77.8 11.1 11.1 100.0
Clear trend in output .......eee.. 23 7 9 39 59.0 17.9 23.1 100.0
Other proportional, no trend
No trend in output ..uveevevesoeenns 7 3 4 14 50.0 21.4 28.6 100.0
Moderate trend in output .s....e... 2 - 2 4 50.0 - 50.0 100.0
Clear trend in OULPUL «..vivwsoaan 37 15 16 68 54.4 22.1 23.5 100.0

Table D9. Correspondence between results for specified competitive inputs and corresponding combined
competitive inputs

Classification of combined inputs

Classification of Proportional ngeér Conglr— Llneér Independent R§Jec-
ces . positive mation _negative tion
specified inputs o Yo s Yo Total
trend Trend trend Trend Total trend Trend trend Trend Total

Norwegian competitive

Proportional, no trend ....... 87 18 - 105 - - - 2 107
Proportional, trend .......... 7 33 - 41 1 1 - 2 43
Linear, positive, no trend ... 1 2 - - 3 - - - - - 3
Linear, positive, trend ...... 1 - - - 1 - - - - - 1
Confirmation, total .......... 96 53 1 - 150 1 1 - 2 4 154
Linear, negative, no trend ... 2 1 - - 3 - - - - 3
Linear, negative, trend ...... 2 - - 2 - 1 - - 1 3
Independent, no trend ........ - - - - - - - - - - -
Independent, trend ......cc00. 1 - - 1 - - - - 1
Rejection, total ..cieeseeenss 2 4 - 6 - 1 - - 1 7
Total ..evvennnn seeecccssasanes 98 57 1 - 156 1 2 - 2 5 161
Items on the main diagonal ... . . . . . . . . . 121
Imports, competitive

Proportional, no trend ....... 73 21 - - 94 - - - 2 2 96
Proportional, trend .......... 10 21 - - 31 - 1 - - 1 32
Linear, positive, no trend ... - 1 - - 1 - 2 - - 2 3
Linear, positive, trend ...... - - 1 1 2 - - - - 2
Confirmation, total .....eeus. 83 43 1 1 128 - 3 - 2 5 133
Linear, negative, no trend ... - 1 - - 1 - - - - 1
Linear, negative, trend ...... - - - - - 1 2 - - 3 3
Independent, no trend ........ - - - - - - - - - - -
Independent, trend ..... ceeens - - - - - - - - - - -
Rejection, total ....ecievenn. - 1 - - 1 1 2 - - 3 4
e - 5 83 44 1 1 129 1 5 - 2 8 137
Items on the main diagonal ... . . . . . . . . 97
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Table D10. Correspondende between results for specified wain inputs and corresponding substitution

groupsl)
Classification of ~ 018851é1c?§%?n of.substltutxon groups i
specified main Proportional inear ag.lr .*ne§r' indesendent ,J P
inputs positive mation negativs tion ..., Per
No o . No . No - . No ] cent
oy Trend U Trend Tatal read | znd  Total
trend trena LEread T R —
Proportional, no trend ... 24 8 1 - 25 1 1 30 58.8
Proportional, trend ...... 3 3 : i 18 i 1 19 37.2
Linear, positive, no trend - - - . - - - - « -
Linear, positive, trend .. - H - - i : . - - 1 2.0
Confirmation, tectal ...... 28 18 i i &8 - i i 2 50 38.0
Linear, negative, no trend - 1 - - 1 - - - - - 1 2.0
Linear, negative, trend ., - - - -~ - - : : B - - -
Independent, no trend .... : - - - - - - - - -
Independent, trend ....... - - - - - - = - - - - -
Rejection, total ......... - i - - i - - - - = 1 2.0
Total (eveveevsnocscnanans 28 19 1 1 4 - L . i 2 51
Per cent sivevieeconccoanes 56,9 37.2 2.0 2.0 GG - 2,0 - 1.9 3.9 . 100.0

1) Two substitution groups in "Proportional, no trend” sre missing from this distribution.

Table D11. Correspondence between results for wair cowpetitive inputs combined and corresponding
substitution groups

lasgification of substitution groups

Classification of main Proportio I Li%@%x Confir-  Linear Independent Rejec

competitive 1nputs o _positive mation negative tion Total Per

combined No Trend Mo Trend Total No Trend No Trend Total ent

trend trend trend ~__trend

Proportional, no trend ... 17 3 1 - 21 - - - - - 21 46.7
Proportional, trend ...... 6 14 - 1 21 - - - - - 21 46,7
Linear, positive, no trend - 1 - - i - - - - - 1 2.2
Linear, positive, trend .. - - - - - - - - - - - -
Confirmation, total ...... 23 18 1 1 43 ~ - - - - 43  95.6
Linear, negative, no trend - - - - - - - - - - - -
Linear, negative, trend .. - - - - - - 1 - - 1 1 2.2
Independent, no trend .... - - - - - - - - - - - -
Independent, trend ....... - - - - - - - - 1 1 1 2.2
Rejection, total ....even. - - - - - - 1 - i 2 2 4.4
Total ce.ceivevnocnacnnnnn 23 18 1 1 43 - i - 1 2 45 .
Per cent .eceevseccosanens 51.2 40.0 2.2 2.2 95.% - 2.2 - 2.2 4.4 . 100.0
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Table D12. Forms of regressions of inputs on outputs for basic categories of inputs, classified by
average size of the coefficients

Average size of coefficients

Basic category 0 - 0.02- 0.05- 0.10- 0 - 0.02- 0.05- 0.10-
F f 1 . . . . . . .

orm of regression 0.02 0.05 0.10 0.25 0-25* Total 4.4y 005  0.10 0.p5 0-25* Total

Number of input items Percentage distribution

Norwegian, competitive
Proportional ......... 51 47 23 16 13 150 92.7 88.7 100.0 94.1 100.0 93.2
Linear, positive...... 1 2 - 1 - 4 1.8 3.8 - 5.9 - 2.5
Linear, negative ..... 3 3 - - 6 5.5 5.6 - - - 3.7
Independent ....... e - 1 - - - 1 - 1.9 - - - 0.6
Total ...uevue Ceeeeaees 55 53 23 17 13 161 100.0 100.0 100.0 100.0 100.0 100.0
Norwegian, non-
competitive
Proportional ..... cees 61 45 21 7 2 136 95.3 81.8 91.3 77.8 100.0 88,9
Linear, positive ..... 1 4 - - - 5 1.6 7.3 - - - 3.3
Linear, negative ..... 1 4 2 1 - 8 1.5 7.3 8.7 11.1 - 5.2
Independent ......c... 1 2 - 1 - 4 1.6 3.6 - 11.1 - 2.6
Total ...... tesssnsans 64 55 23 9 2 153 100.0 100.0 100.0 100.0 100.0 100.0
Imports, competitive
Proportional ......... 50 39 20 12 7 128 92.6 100.0 87.0 85.7 100.0 93.5
Linear, positive ..... 2 - 1 2 - 5 3.7 - 4.3 14.3 - 3.6
Linear, negative ..... 2 - 2 - - 4 3.7 - 8.7 - - 2.9
Independent ....vvvnv.. - - - - - - - - - - - -
Total siveeverennennns 54 39 23 14 7 137 100.0 100.0 100.0 100.0 100.0 100.0
Imports, non-
competitive
Proportional ......... 9 9 1 4 2 25 100.0 100.0 100.0 100.0 66.7 96.2
Linear, positive ..... - - - - 1 1 - - - - 33.3 3.8
Linear, negative ..... - - - - - - - - - - - -
Independent ....v0vuee - - - - - - - - - - - -
Total civevnnnns cesase 9 9 1 4 3 26 100.0 100,0 100.0 100.0 100.0 100.0
All specified inputs
Proportional, no trend 126 92 48 24 16 306 69.2 59.0 68.5 54.6 64.0 64.2
Proportional, trend .. 45 48 17 15 8 133 24,8 30.8 24,3 34,1 32,0 27.9
Proportional, total .. 171 140 65 39 24 439 94.0 89.8 92,8 88.7 96.0 92.1
Linear, positive, no

trend ...oiiiinaeennn 3 3 1 2 9 1.7 1.9 1.4 4.5 - 1.9
Linear, positive, trend 1 3 - 1 1 6 0.5 1.9 - 2.3 4.0 1.2
Linear, positive, total 4 1 3 1 15 2,2 3.8 1.4 6.8 4.0 3.1
Linear, negative, no

trend ceceseeecns . 3 2 2 - - 7 1.6 1.3 2.9 - - 1.5
Linear, negative, trend 3 5 2 1 - 11 1.7 3.2 2.9 2.2 - 2.3
Linear, negative, total 6 7 4 1 - 18 3.3 4.5 5.8 2.2 - 3.8
Independent, no trend 1 - - - - 1 0.5 - - - - 0.2
Independent, trend ... - 3 - 1 - 4 - 1.9 - 2.3 - 0.8
Independent, total ... 1 3 - 1 - 5 0.5 1.9 - 2.3 - 1.0
Total vevveviernnnanss 182 156 70 44 25 477 100.0 100.0 100.0 100.0 100.0 100.0
Competitive inputs
combined
Proportional, no trend 45 49 23 17 13 147 78.9 63.7 63.9 53.2 56.5 65,3
Proportional, trend .. 9 24 12 12 10 67 15.8 31.1 33.3 37.5 43.5 29.8
Proportional, total .. 54 73 35 29 23 214 94.7 94.8 97.2 90.7 100.0 95.1
Linear, positive, no

trend .coeeeeccenanns - - - 1 - 1 - - - 3.1 - 0.5
Linear, positive, trend 1 - - - - 1 1.8 - - - - 0.4
Linear, positive, total 1 - - 1 - 2 1.8 - - 3.1 - 0.9
Linear, negative, no

trend cecierccenecoes - 1 - - - 1 - 1.3 - - - 0.4
Linear, negative, trend 1 3 1 1 - 6 1.7 3.9 2.8 3.1 - 2.7
Linear, negative, total 1 4 1 1 - 7 1.7 5.2 2.8 3.1 - 3.1
Independent, no trend . - - - - - - - - - - -
Independent, trend .... 1 - - 1 - 2 1.8 - - 3.1 - 0.9
Independent, total .... 1 - - 1 - 2 1.8 - - 3.1 - 0.9
Total ...... eeeceen eee 57 77 36 32 23 225 100.0 100.0 100.0 100.0 100.0 100.0
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by average size of the coefficients

Forms of regressions of inputs on outputs for basic categories of inputs, classified

Average size of coefficients

Basic category

. 0 - 0.02- 0.05- 0.10- 0 - 0.02- 0.05- 0.10-
Form of regression 0.02 0.05 0.10 0.25 %-2*Total .05 05 0.10 0.25 0-25* Total
Number of input items Percentage distribution

Fuels combined
Proportional ........ 31 9 3 2 1 46 81.6 100.0 100.0 100.0 100.0 86.8
Linear, positive .... 2 - 2 5.3 - - - - 3.8
Linear, negative .... 4 - - - - 4 10.5 - - - - 7.5
Independent s.ceeeaen 1 - - - - 1 2.6 - - - - 1.9

Total vevevveeeeens 38 9 3 2 1 53 100.0 100.0 100.0 100.0 100.0 100.0
Substitution groups
Proportional ........ 3 3 4 11 28 49 100.0 75.0 100.0 91.7 93.3 92.4
Linear, positive .... - - - 2 2 - - - - 6.7 3.8
Linear, negative .... - 1 - - - 1 - 25.0 - - - 1.9
Independent ....ev... - - 1 - 1 - - - 8.3 - 1.9

Total ivvevnnennns 3 4 4 12 30 53 100.0 100.0 100.0 100.0 100.0 100.0
Import sums
Proportional ........ 7 11 5 23 15 61 87.5 84.6 83.3 88.5 100.0 89.7
Linear, positive .... 1 1 1 2 - 5 12.5 7.7 16.7 7.7 - 7.3
Linear, negative .... - 1 - - - 1 - 7.7 - - - 1.5
Independent ......... - - - 1 - 1 - - - 3.8 - 1.5

Total ....... cevee 8 13 6 26 15 68 100.0 100.0 100.0 100.0 100.0 100.0

Average size of coefficients
0.05- 0.10- 0.25- 0.05- 0.10- 0.25-
0.10 0.25 o0.50 ©0+%0* Total 4,715 g.25  g.50  0:30+ [Total

Gross value added
Proportional ........ 1 5 25 37 68 50.0 83.3 92.6 84.1 86.1
Linear, positive .... 1 - 1 6 8 50.0 - 3.7 13.6 10.1
Linear, negative .... - 1 1 - 2 - 16.7 3.7 - 2.5
Independent ......... - - - 1 1 - - - 2.3 1.3

Total covvevennnnns 2 6 27 44 79 100.0 100.0 100.0 100.0 100.0




Table D13.

Forms of regressions of inputs on outputs for basic categories of inputs, classified by
average size in kroner of the input items

Average size of input item in millions 1955-kroner

Basic category 0 - 10.1- 50.1- 100.1- 250.1 Total 0 - 10.1- 50.1- 100.1- 250.1 Total
Form of regression 10.0 50.0 100.0 250.0 ° 10.0 50.0 100.0 250.0 +
Number of input items Percentage distribution

Norwegian, competitive
Proportional ......... 79 40 12 9 10 150 92.9 93.0 92.3 90.0 100.0 93.2
Linear, positive ..... 1 2 - 1 - 4 1.2 4.7 - 10.0 - 2.5
Linear, negative ..... 4 1 1 - - 6 4.7 2.3 7.7 - - 3.7
Independent .......... 1 - - - - 1 1.2 - - - - 0.6
Total ...... Ceteseeaas 85 43 13 10 10 161 100.0 100.0 100.0 100.0 100.0 100.0
Norwegian, non-
competitive
Proportional ......... 98 30 3 3 2 136 90.7 83.3 100.0 75.0 100.0 88.9
Linear, positive ,.... 3 1 - 1 - 5 2.8 2.8 - 25.0 - 3.3
Linear, negative ..... 5 3 - - - 8 4.6 8.3 - - - 5.2
Independent .....ouv.. 2 2 - - - 4 1.9 5.6 - - - 2.6
Total «iviiiiinenennns 108 36 3 4 2 153 100.0 100.0 100.0 100.0 100.0 100.0
Imports, competitive
Proportional ..... e 63 48 8 7 2 128 92.7 96.0 80.0 100.0 100.0 93.5
Linear, positive ..... 3 1 1 - - 5 4,4 2.0 10.0 - - 3.6
Linear, negative ..... 2 1 1 - - 4 2.9 2,0 10.0 - - 2.9
Independent .......... - - - - - - - - - - - -
Total tiieiiiieiinennnns 68 50 10 7 2 137 100.0 100.0 100.0 100.0 100.0 100.0
Imports, non-—
competitive
Proportional ...,..... 15 3 - 1 25 100.0 100.0 100.0 - 100.0 96.2
Linear, positive .,... - - 1 - 1 - - - 100.0 - 3.8
Linear, negative ..... - - - - - - - - - - - -
Independent ...eee.... - - - - - - - - - - - -
Total tieeveeenneenens 15 6 3 1 1 26 100.0 100.0 100.0 100.0 100.0 100.0
All specified inputs
Proportional, no trend 178 93 17 10 8 306 64.5 68.8 58.6 45,5 53.4 64.2
Proportional, trend .. 77 31 9 9 7 133 27.9 23.0 31.1 40.9 46.6 27.9
Proportional, total .. 255 124 26 19 15 439 92.4 91.8 89.7 86.4 100.0 92.1
Linear, positive, no

trend c.ivieiieianns 4 3 - 2 - 9 1.4 2.2 - 9.1 - 1.9
Linear, positive,

trend ...oi0enn ceeaee 3 1 1 1 - 6 1.1 0.8 3.4 4.5 - 1.2
Linear, positive,

total c.eviieieennn. 7 4 1 3 - 15 2.5 3.0 3.4 13.6 - 3.1
Linear, negative, no

trend sicieiiiiinnnn 5 2 N - - 7 1.8 1.5 - - - 1.5
Linear, negative,

trend ...viiiiaeeonn 6 3 2 - - 11 2.2 2,2 6.9 - - 2.3
Linear, negative,

total ...iiieiiinnnn 11 5 2 - - 18 4.0 3.7 6.9 - - 3.8
Independent, no trend. 1 - - - - 1 0.4 - - - - 0.2
Independent, trend ... 2 2 - - - 4 0.7 1.5 - - - 0.8
Independent, total ... 3 2 - - - 5 1.1 1.5 - - - 1.0
Total vuvieivnnnnennns 276 135 29 22 15 477 100.0 100.0 100.0 100.0 100.0 100.0



70

Table D13 (cont.). Forms of regressions of inputs on outputs for basic categories of inputs, classified
by average size in kroner of the input item

Average size of input item in millions 1955-kroner

Basic category ‘ 0 - 10.1- 50.1- 100.1- 250.1 ;0 -  10.1- 50.1- 100.1- 250.1
Form of regression 10.0 50.0 100.0 250.0 + °*3° 10.0 50.0 100.0 250.0  +
Number of input items Percentage distribution

Competitive inputs

combined
Proportional, no trend 69 45 13 11 9 147 74,2 60.0 54.1 57.9 64.3 65.3
Proportional, trend .. 19 27 10 6 5 67 20.4 36,0 41.7 31.6 35.7 29.8
Proportional, total .. 88 72 23 17 14 214 94.6 96.0 95.8 89.5 100.0 95.1
Linear,positive,no trend - - - 1 - 1 - - - 5.3 - 0.5
Linear,positive, trend 1 - - - - 1 1.1 - - - - 0.4
Linear, positive, total 1 - - 1 - 2 1.1 - - 5.3 - 0.9
Linear, negative, no

trend .soiiiiennns vee - 1 - - - 1 - 1.3 - - - 0.4
Linear, negative,

trend ...ov00nen teses 3 1 1 1 - 6 3.2 1.4 4,2 5.2 - 2.7
Linear, negative,

total ..iiiiieienennn 3 2 1 1 - 7 3.2 2.7 4.2 5.2 - 3.1
Independent, no trend. - - - - - - - - - - - -
Independent, trend ... 1 1 - - - 2 1.1 1.3 - - - 0.9
Independent, total ... 1 1 - - - 2 1.1 1.3 - - - 0.9
Total c.evivvrncnnnnans 93 75 24 19 14 225 100.0 100.0 100.0 100.0 100.0 100.0
Fuels combined
Proportional ......... 33 13 - - - 46 84.6 92.9 - - - 86.8
Linear, positive ..... 2 - - - - 2 5.1 - - - - 3.8
Linear, negative ..... 3 1 - - - 4 7.7 7.1 - - - 7.5
Independent .......... 1 - - - - 1 2.6 - - - - 1.9
Total ..ieviverecoennnns 39 14 - - - 53 100.0 100.0 - - - 100.0
Substitution groups
Proportional ......... 2 13 9 7 18 49 66.7 92.9 100.0 77.8 100.0 92.4
Linear, positive ..... 1 - - 1 - 2 33.3 - - 11.1 - 3.8
Linear, negative ..... - - - 1 - 1 - - - 11.1 - 1.9
Independent ......v00. - 1 - - - 1 - 7.1 - - - 1.9
Total ..... cecesssenne 3 14 9 9 18 53 100.0 100.0 100.0 100.0 100.0 100.0
Import sums
Proportional ......... 14 24 8 11 4 61 87.5 96.0 80.0 91.7 80.0 89.7
Linear, positive ..... 2 1 1 - 1 5 12.5 4.0 10.0 - 20.0 7.3
Linear, negative ..... - - - 1 - 1 - - - 8.3 - 1.5
Independent ....coeu.e - - 1 - - 1 - - 10.0 - - 1.5
Total ..... Ceecesenenn 16 25 10 12 5 68 100.0 100.0 100.0 100.0 100.0 100.0
Gross value added
Proportional ....eee.s 2 9 12 29 16 68 66.7 69.2 92.3 93.5 84.2 86.1
Linear, positive ..... - 2 1 2 3 8 - 15.4 7.7 6.5 15.8 10.1
Linear, negative ..... 1 1 - - - 2 33.3 7.7 - - - 2.5
Independent ....ccoes. - 1 - - - 1 - 7.7 - - - 1.3
Total vvveeencnns e 3 13 13 31 19 79 100.0 100.0 100.0 100.0 100.0 100.0
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average size of coefficient and average size in 1955-kroner of the input item

classified by

s 0- 0- 2.0- Over 0 - Over 0- 0- 2.0- Over 0 - Over
A ff t, %
verage coetticient, 2.0 10.0 10,0 10.0 10.0 10.0 , .~ 2.0 10,0 10.0 10.0 10.0 10.0 . ...
o 0 - 10.1-0 - 0 - Over Over o 0 - 10.1- 0 - 0 - Over Over
Input, million kroner 10.0_50.0 50.0,50.0 50.0 50.0 10.0 50,0 50,0, 50.0 50.0 50.0
Number of input items Percentage distribution
Basic category
Form of regression
Norwegian, competitive
Proportional ......... 46 64 9 11 20 150 92.0 92.8 100.0 91.7 95.2 93.2
Linear, positive ..... 1 2 - - 1 4 2.0 2.9 - - 4.8 2.5
Linear, negative ..... 3 2 - 1 - 6 6.0 2.9 - 8.3 - 3.7
Independent ....ovev.. - 1 - - - 1 - 1.4 - - - 0.6
Total ..vevevevnnnnnns 50 69 9 12 21 161 100.0 100.0 100.0 100.0 100.0 100.0
Norwegian, non-
competitive
Proportional ......... 56 65 7 6 2 136 96,6 84,4 77.8 85.7 100.0 88.9
Linear, positive ..... - 4 - 1 - 5 - 5.2 - 14.3 - 3.3
Linear, negative ..... 1 6 1 - - 8 1.7 7.8 11.1 - - 5.2
Independent .......... 1 2 1 - - 4 1.7 2.6 11.1 - - 2.6
Total tiviinninenrennns 58 77 9 7 2 153 100.0 100.0 100.0 100.0 100.0 100.0
Imports, competitive
Proportional ......... 45 58 8 7 10 128 91.8 96.6 88.9 87.5 90.9 93.5
Linear, positive ..... 2 1 1 - 1 5 4,1 1.7 11.1 - 9.1 3.6
Linear, negative ..... 2 1 - 1 - 4 4.1 1.7 - 12.5 - 2.9
Independent .......... - - - - - - - - - - - -
Total ..iierinnnennnns 49 60 9 8 11 137 100.0 100.0 100.0 100.0 100.0 100.0
Imports, non-
competitive
Proportional ......... 8 10 3 1 3 25 100.0 100.0 100.0 100.0 75.0 96.2
Linear, positive ..... - - - - 1 1 - - - - 25.0 3.8
Linear, negative ..... - - - - - - - - - - - -
Independent .......... - - - - - - - - - - -
Total ..... teresssenne 8 10 3 1 4 26 100.0 100.0 100.0 100.0 100.0 100.0
All specified inputs
Proportional, no trend 115 138 18 13 22 306 69.7 63.9 60.0 46.4 57.9 64.2
Proportional, trend .. 40 59 9 12 13 133 24.3 27.3 30.0 42.8 34.2 27.9
Proportional, total .. 155 197 27 25 35 439 94.0 91.2 90.0 89.2 92.1 92.1
Linear, positive, no
trend ...veieeennnn 2 4 1 1 1 9 1.2 1.8 3.4 3.6 2.6 1.9
Linear, positive,
trend ... iieeeen ‘e 1 3 - - 2 6 0.6 1.4 - - 5.3 1.2
Linear, positive,
total .....e.n. ceeee 3 7 1 1 3 15 1.8 3.2 3.4 3.6 7.9 3.1
Linear, negative, no
trend s..ieeiieenenn 3 4 - - - 7 1.8 1.9 - - - 1.5
Linear, negative,
trend ...iiiiniiannn 3 5 1 2 - 11 1.8 2.3 3.3 7.2 - 2.3
Linear, negative,
total siiineecnninnn [3 9 1 2 - 18 3.6 4.2 3.3 7.2 - 3.8
Independent, no trend. 1 - - - - 1 0.6 - - - - 0.2
Independent, trend ... - 3 1 - - 4 - 1.4 3.3 - - 0.8
Independnet, total ... 1 3 1 - - 5 0.6 1.4 3.3 - - 1.0
Total veveevnnnannnans 165 216 30 28 38 477 100.0 100.0 100.0 100.0 100.0 100.0
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on outputs for basic categories of inputs classified
and average size in 1955-kroner of the input item

0 -

0 -

2.0- Over 0 -

s s Over 0- 0- 2.0 Over O - Over
A A
verage coefficlent, 2 ) 4 10.0 10.0 10.0 10.0 10.0 Total 2:0_10.0 10.0 10.0 10.0 10.0 .. .
0 - 10.1- 0 - 0 - Over Over 0- 10.1-0- O0- Over Over
Input, million kroner 10.0 50.0 50.0 50.0 50.0 50.0 10.0 50.0 50.0 50.0 50.0 50.0
Number of input items Percentage distribution
Basic category
Form of regression
Competitive inputs
combined
Proportional,‘no trend 37 70 7 11 22 147 80.5 65.5 46,7 61.1 56.4 65.3
Proportional, trend .. 6 33 7 6 15 67 13.0 30.8 46.6 33.3 38.5 29.8
Proportional, total .. 43 103 14 17 37 214 93.5 96.3 93.3 94.4 94.9 95.1
Linear, positive, no
trend s.ieeeiecenann - - - - 1 1 - - - - 2.6 0.5
Linear, positive,
trend siiieiiiennenn 1 - - - - 1 2.2 - - - - 0.4
Linear, positive,
total ...iiiiennenns 1 - - - 1 2 2.2 - - - 2.6 0.9
Linear, negative, no
trend ..iiebeeennes . - 1 - - - 1 - 0.9 - - - 0.4
Linear, negative,
trend s.iiiieconnnnn 1 3 - 1 1 6 2.1 2.8 - 5.6 2.5 2.7
Linear, negative,
total t.iiiiiiinnnnann 1 4 - 1 1 7 2.1 3.7 - 5.6 2.5 3.1
Independent, no trend. - - - - - - - - - - - -
Independent, trend ... 1 - 1 - - 2 2.2 - 6.7 - - 0.9
Independent, total ... 1 - 1 - - 2 2,2 - 6.7 - - 0.9
Total tiveeveeeceenans 46 107 15 18 39 225 100.0 100.0 100.0 100.0 100.0 100.0
Fuels combined
Proportional ....ee0u. 28 15 3 - - 46 82.4 93.7 100.0 - - 86.8
Linear, positive ..... 2 - - - - 2 5.9 - - - - 3.8
Linear, negative ..... 3 1 - - - 4 8.8 6.3 - - - 7.5
Independent ........ . 1 - - - - 1 2.9 - - - - 1.9
Total civevevnvccanans 34 16 3 - - 53 100.0 100.0 100.0 - - 100.0
Substitution groups
Proportional ......... - 6 9 4 30 49 - 100.0 81.8 80.0 96.8 92.4
Linear, positive ..... - - 1 - 1 2 - - 9.1 - 3.2 3.8
Linear, negative ..... - - - 1 - 1 - - - 20.0 - 1.9
Independent ...... - - - 1 - - 1 - - 9.1 - - 1.9
Total ...vvens . ces - 6 11 5 31 53 - 100.0 100.0 100.0 100.0 100.0
Import sums
Proportional ......... 7 16 15 1 22 61 87.5 88.9 100.0 50.0 88.0 89.7
Linear, positive ..... 1 2 - - 2 5 12.5 11.1 - - 8.0 7.3
Linear, negative ..... - - - 1 - 1 - - - 50.0 - 1.5
Independent ....covene - - - - 1 1 - - - - 4.0 1.5
Total ..vivvveecennnes 8 18 15 2 25 68 100.0 100.0 100.0 100.0 100.0 100.0
Gross value added
Proportional ....... . - 1 10 - 57 68 - 50.0 71.5 - 90.5 86.1
Linear, positive ..... - 1 1 - 6 8 - 50.0 7.1 - 9.5 10.1
Linear, negative ..... - - 2 - - 2 - - 14.3 - - 2.5
Independent .veeeeeees - - 1 - - 1 - - 7.1 - - 1.3
Total ..iovvernnncennes - 2 14 - 63 79 - 100.0 100.0 - 100.0 100.0
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Table D15. Distribution of constant termsl) in per cent of average value of input for input items
depending linearly on outputs. Numbers of input items

Input category Competitive Substitution Gross value

All specified items inputs combined groups and fuels Import sums added

Input si
Gonstan N M. S - 10.1.5001 0 10.1 o 10.1 0. 10.1 0. 50.1
cent of ?\\kgziifr 10.0 50:1 oand Total and Total and Total and Total and Total

ver 10.0 over 10.0 over 10.0 over 50.0 over
average input

1000 and over . 2 - - 2 1 - 1 - - - - - - - - -
500 - 999.9 .. - - - - - - - - - - - - - -
200 - 499.9 .. 3 1 - 4 - - 1 - 1 - - - 1 - 1

125 - 199.9 .. 2 - - 2 - 1 2 - 2 - - - - -
100 - 124.9 .. - 1 - 1 - - - - - - - - - - -
100 and over . 7 2 - 9 1 1 2 3 - 3 - - - 1 - 1
75 - 99.9. 2 - - 2 - - - - - - - - - - - -
25 - 74.9. 3 1 3 7 1 1 2 1 - 1 - 3 3 - - -
-24.9 - 24.9. 2 3 - 5 - 1 1 1 - 1 - - - 1 4 5
-74.9 - =25 .. 1 - 3 4 - 1 1 - 1 1 - - - 1 2 3
-124.9 - =75 .. - 1 - 1 - 1 1 - 2 2 1 1 2 - - -
-199.9 - -125 .. 1 2 - 3 1 - 1 1 - 1 1 1 - - -
-499.9 - =200 .. 1 - -1 1 -1 - - - - - - 1 -1
-999.9 - =500 .. 1 - 1 - - - - - - - - - - - -
Less than 100. 11 7 6 24 3 47 3 3 6 2 4 6 3 6 9
Total.... 18 9 6 33 4 5 9 6 3 9 2 4 6 4 6 10

1) Constant terms estimated in linear regressions of inputs on outputs, ignoring possible trends.
Input items for which the constant term in the regression function differs significantly from zero
according to the test criteria employed.

Table D16. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
input types. Number of input items

Form of regression

Basic category Proportional Linear, positive Linear, negative Independent Total
Input type No o No No No 1
trend Trend Total trend Trend Total trend Trend Total trend Trend Tota
Norwegian, competitive
Direct materials ..... e 86 34 120 2 - 2 2 3 5 - 1 1 128
Auxiliary materials ...... 12 6 18 1 - 1 - - - - - - 19
Packaging materials ...... 9 3 12 - 1 1 1 - - - - 14
Norwegian, non-competitive
Direct materials ......... 13 6 19 1 - 1 - - - - - - 20
Auxiliary materials ...... 32 23 55 - - 1 1 1 1 57
Service InputsS ceeeeeeesas 33 19 52 2 2 4 2 5 7 1 2 3 66
Packaging materials ...... 9 1 10 - - - - - - - 10
Imports
Direct materials ....evus. 75 24 99 2 2 4 1 2 3 - - - 106
Auxiliary materials ...,.. 29 15 44 1 1 2 - 1 1 N - - 47
Service InputsS .eeeeeessss 8 2 10 - - - - - = - - - 10
All specified inputs
Direct materials ....ev... 174 64 238 5 2 7 3 5 8 - 1 1 254
Auxiliary materials ...... 73 44 117 2 1 3 1 1 2 - 1 1 123
Service inputs .eceeeesees 41 21 62 2 2 4 2 5 7 1 2 3 76
Packaging materials ...... 18 4 22 - 1 1 1 - 1 - - - 24
Competitive inputs combined
Direct materials ......... 101 48 149 1 1 1 3 4 - 1 1 155
Auxiliary materials ...... 33 15 48 1 1 3 3 - 1 1 53
Packaging materials ,..... 13 4 17 - - - - - - - - 17
Substitution groups
Direct materials ..... tees 25 18 43 1 1 2 - - - - 1 1 46
Auxiliary materials ...... 2 1 3 - - - - 1 1 - - - 4
Service inputsS seeeseeovas 3 - 3 - - - - - - - - - 3

Fuels combined ..eeveevens 33 13 46 1 1 2 3 1 4 1 - 1 53
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Table D17. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by

input types. Percentage distributions

Form of regression

Basic category

Tnput type Proportional Linear, positive Linear, negative Independent Total
No No No No
trend Trend Total trend Trend Total trend Trend Total trend Trend Total
Norwegian, competitive
Direct materials ..... 67.2 26.5 93.7 1.6 - 1.6 1.6 2.3 3.9 - 0.8 0.8 100.0
Auxiliary materials .. 63.1 31.6 94.7 5.3 - 5.3 - - - - - - 100.0
Packaging materials .. 64.3 21.4 85.7 - 7.2 7.2 7.1 - 7.1 - - - 100.0
Norwegian, non-
competitive
Direct materials ..... 65.0 30.0 95.0 5.0 - 5.0 - - - - - - 100.0
Auxiliary materials .. 56.1 40.4 96.5 - - - 1.8 - 1.8 - 1.7 1.7 100.0
Service inputs ....... 50.0 28.8 78.8 3.0 3.1 6.1 3.0 7.6 10.6 .5 3.0 4.5 100.0
Packaging materials .. 90.0 10.0 100.0 - - - - - - - - - 100.0
Imports
Direct materials ..... 70.7 22.7 93.4 1.9 1.9 3.8 0.9 1.9 2.8 - - - 100.0
Auxiliary materials .. 61.7 31.9 93.6 2.1 2.2 4.3 - 2.1 2.1 - - - 100.0
Service inputs .s.eee.. 80.0 20.0 100.0 - - - - - - 100.0
All specified inputs
Direct materials ..... 68.5 25.2 93.7 2.0 0.8 2.8 1.2 1.9 3.1 - 0.4 0.4 100.0
Auxiliary materials .. 59.4 35.8 95.2 1.6 0.8 2.4 0.8 0.8 1.6 - 0.8 0.8 100.0
Service inputs ....... 53.9 27.7 8l.6 2.6 2.7 5.3 2.6 6.6 9.2 .3 2.6 3.9 100.0
Packaging materials .. 75.0 16.7 91.7 - 4.1 4.1 4.2 - 4.2 - - - 100.0
Competitive inputs
combined
Direct materials ..... 65.2 31.0 96.2 0.6 - 0.6 0.6 2.0 2.6 - 0.6 0.6 100.0
Auxiliary materials .. 62.2 28.3 90.5 - 1.9 1.9 5.7 5.7 - 1.9 1.9 100.0
Packaging materials .. 76.5 23.5 100.0 - - - - - - - 100.0
Substitution groups
Direct materials ..... 54.4 39.1 93.5 2.2 2.1 4.3 - - - - 2.2 2.2 100.0
Auxiliary materials .. 50.0 25.0 75.0 - - - - 25.0 25.0 - - - 100.0
Service inputs ....... 100.0 - 100.0 - - - - - - - - - 100.0
Fuels combined ....... 62.3 24.5 86.8 1.9 1.9 3.8 5.6 1.9 7.5 .9 - 1.9 100.0
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Table D18. Delivering sectors with one or more deliveries not possitively correlated with output in
receiving sectors

0f these not

Number of Of these .
lated

specified non-pro- positively correlate

deliveries portional Number Per cent
Norwegian sectors
03 HUDEING €LC. weverersoncncnannennnnnnnas 1 1 1 100.0
63 Ocean transportation ..... Ceesessapronae 1 1 1 100.0
06 Coal MIning suvseeveeeeneosnonsococnnnans 6 2 2 33.3
61 Real eStaAte tveveessesvosoeeoepsenanacns 14 5 4 28.6
46 Other Metals siveeeriverecerecncsoeennns 10 2 2 20.0
27 Wood and COTK vevvneenneonnceeeacnnncens 7 1 1 14.3
01 Agriculture ...ieeieeereeeeeneeennnennes 11 2 1 9.1
Unspecified
82 Unspecified Services ....eveeveneneeonns 32 6 4 12.5
80 Unspecified office supplies ...eeeeeeenn 33 2 2 6.1
Import sectors
03 Hunting etC. ceveveeecooensonsensceannns 4 1 1 25.0
39 Vegetable 01l viuvvvnrrneenvnnceesoncnnns 6 1 1 16.7
01 Agriculture, competitive .iuveeveveencens 9 2 1 11.1
37 Other chemicals s.ivveeveernernonnnnnnes 38 3 1 2.6
Competitive inputs combined
03 HUDtINg €LC. tvvrvrereronnsonnrsnosonnans 4 2 2 50.0
39 Vegetable 01l tiuienevernonesnnnerennnss 6 1 1 16.7
21 TeXtileS vevecerseonntenenreensncorosnss 10 1 1 10.0
37 Other chemicals .svveevevennnnnas Ceaeaee 49 4 4 8.2
48 Metal productS c..eev... P eereaesaenaaans 22 1 1 4.5

Table D19. Characteristics of delivering sectors. Distribution of Norwegian delivering sectors
according to results for specified deliveries and type of delivering sector

Type of delivering sector

Extrac- Commo- Extrac- Commo- _
tive dity Un= tive dity Un=
speci- Total speci- Total
and pro- . and pro- 3
. . fied . . fied
service cessing service cessing
Number of sectors Percentage distribution
All specified deliveries in classes
with significant positive correlation
with output in receiving sectors ...... 16 32 2 50 76.2 94,1 50.0 84.7
Of these: All in the classes
Proportional ...eieieecnnses 15 27 2 44 71.4 79.4 50.0 74,6
70 per cent or more in the
class Proportional, no trend 7 16 1 24 33.3 47.1  25.0 40.7
50-70 per cent in the class
Proportional, no trend ..... 3 12 1 16 14.3 35.3 25.0 27.1
One or more deliveries in classes
without significant positive
correlation with output in receiving
SECLOTS teervnnnnnnnanosososssrosonnnns 5 2 2 9 23.8 5.9 50.0 15.3
Of these: Less than 50 per cent in the
class Proportional, no trend 4 = - 4 19.0 - - 6.8

Total tiiiieeninenenionnreneocronnasens 21 34 4 59 100,0 100.0 100.0 100.0
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Characteristics of delivering sectors.
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Distribution of import sectors according to results
for specified deliveries and type of delivering sector

Type of delivering sector

Extrac- Commo-
tive dity
and proces-
service sing

Total

Extrac- Commo-
tive dity
and proces-
service sing

Total

Number of sectors

Percentage distribution

All specified deliveries in classes with
significant positive correlation with output

in receiving SECLOTS .viveceseeerescecnncans 12 26 38 85.7 92.9 90.5
Of these: All in the classes Proportional . 11 24 35 78.6 85.7 83.3
70 -per cent or more in the class
Proportional, no trend ...ceocaes 6 14 20 42.9 50.0 47.6
50-70 per cent in the class
Proportional, no trend .......... 5 7 12 35.7 25.0 28.6
One or more deliveries in classes without
significant positive correlation with
output in receiving Sectors ....eeeeerececes 2 2 4 14.3 7.1 9.5
Of these: Less than 50 per cent in the
class Proportional, no trend .... 1 - 1 7.1 - 2.4
TOtAl v uuueeooooosessoesnsassassasssnnannss 14 28 42 100.0 100.0 100.0

Table D21.

Characteristics of delivering sectors.

Distribution of delivering sectors for Competitive
inputs combined according to results for specified deliveries and type of delivering sector

Type of delivering sector

Extrac- Commo-
tive dity
and proces-
service sing

Total

Extrac- ‘Commo-
tive dity
and proces-
service sing

Total

Number of sectors

Percentage distribution

All specified inputs in classes with
significant positive correlation with
output in receiving Sector .c....eeeeeererases

Of these: All in classes Proportiomal .....

70 per cent or more in the class
Proportional, no trend ..evevevss

50-70 per cent in the class
Proportional, no trend s.eseeeess

One or more deliveries in classes without
significant positive correlation with output
in receiving SeCtOrS ...eveescaceeceosnnnans

Of these: Less than 50 per cent in the
class Proportional, no trend ....
< -

8 29 37 88.8 87.9 88.1
8 27 35 88.8 81.8 83.3
4 9 13 44.4 27.3 31.0
1 15 16 11.1 45.5 38.1
1 4 5 11.1 12.1 11.9
1 - 1 11.1 = 2.4
9 33 42 100.0 100.0 100.0




77

Table D22. Characteristics of delivering sectors.

Distribution of Norwegian delivering sectors

according to results for specified deliveries and number of specified deliveries

Number of specified deliveries

Over Over

1 2-4 4 Total 1 2-4 4 Total
Number of sectors Percentage distribution
All specified deliveries in classes with
significant positive correlation with
output in receiving Sectors .....eeceee. 11 28 11 50 84.5 100.0 61.1 84.7
Of these: All in the classes Propor-
tional ivvvvenenninn Ceeaeees 11 24 9 44 84.5 85.7 50.0 74.6
70 per cent or more in the
class Proportional, no trend. 8 12 4 24 61.5 42.9 22.2 40.7
50-70 per cent in the class
Proportional, no trend ...... - 10 6 16 - 35.7 33.3 27.1
One delivery in classes without signifi-
cant positive correlation with output in
receiving sectors ...... e irertteee e 2 - 2 4 15.4 - 11.1 6.8
Two or more deliveries in classes
without significant positive correlation
with output in receiving sectors
(constituting from 6.1 to 3.3 per cent
of specified deliveries) ....... e - - 5 5 - - 27.8 8.5
Total tu e tiiiesinarennsoannsornesnasonas 13 28 18 59 100.0 100.0 100.0 100.0

Table D23. Characteristics of delivering sectors.

Distribution of Import sectors according to results

for specified deliveries and number of specified deliveries

Number of specified deliveries

120 0 moral 1 274 7T total
Number of sectors Percentage distribution
All specified deliveries in classes with
significant positive correlation with
output in receiving Sectors .s..eececesss 20 9 9 38 100.0 90.0 75.0  90.5
Of these: All in the classes Proportional 20 8 7 35 100.0 80.0 58.4  83.3
70 per cent or more in the
class Proportional, no trend. 14 4 2 20 70.0  40.0 16.7 47.6
50-70 per cent in the class
Proportional, no trend ...... - 5 7 12 - 50.0 58.3 28.6
One delivery in classes without
significant possitive correlation with
output in receiving Sectors .....e.ocee.. - 1 3 4 - 10.0 25.0 9.5
Total +evveen. e et easeeieseaa e 20 10 12 42 100.0 100.0 100.0 100.0




Table D24. Characteristics of delivering sectors.

inputs combined according to results for specified deliveries and number of specified

deliveries
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Distribution of delivering sectors for Competitive

Number of specified deliveries

1 24 % morar 1 24 %%T Total
Number of sectors Percentage distribution
All specified deliveries in classes
with significant positive correlation
with output in receiving sectors .... 7 21 9 37 100.0 95.5 69.2 88.1
Of these: Ali in the classes Propor-
tional t.eeeeeirincninones 7 20 8 35 100.0 90.9 61.5 83.3
70 per cent or more in the
class Proportional, no
trend .covceeieeteinnronnns 4 7 2 13 57.4 31.8 15.4 31.0
50-70 per cent in the
class Proportional, no
trend .cieeeieieienanennns - 12 4 16 - 54.5 30.8 38.1
One delivery in classes without
significant positive correlation with
output in receiving sectors ....ee... - - 3 3 - - 23.1 7.1
Two or more deliveries in classes
without significant positive corre-
lation with output in receiving
SECLOTS tvvvvenesrnncsnssronasanannns - 1 1 2 - 4.5 7.7 4.8
Total c.iveveerneencecansasassasansnns 7 22 13 42 100.0 100.0 100.0 100.0
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Table D25. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
type of receiving sectors. Numbers of input items

v ] o
> S ]
.. 3 = 2 g
Type of receiving sector ° oo ® ot 3 vB g 9 o
. o> o > I Ut ?g o g =]
Form of regression g g9 .0 ¢ 3 ol - = 2 =
o e - B @ - u;E ] Pt a e} >
o0 & O oo o O cow Pow =) - 0 o
[T v o =@ [VIRS] @ o o & o ert Yoo = o D
3o =1 o & o 2 e 3 —~ 0 =] 3] w 9O
5 Ee 25 3k zZE OBE OBE 28 & B3
Z o Z £ 5o B2 i SoA o & 5o 4 & @
Extractive and service sectors
Proportional, no trend ....... 11 45 10 10 76 20 6 8 13 21
Proportional, trend .......... 13 32 6 3 54 12 3 3 8 11
Proportional, total .......... 24 77 16 13 130 32 9 11 21 32
Linear, positive, no trend ... 1 1 1 - 3 - - - 1 2
Linear, positive, trend ...... - 1 - - 1 - - - 2 3
Linear, positive, total ...... 1 2 1 - 4 - - - 3 5
Linear, negative, no trend ... - 3 - - 3 - 1 - -
Linear, negative, trend ...... 1 4 1 - 6 3 1 1 -
Linear, negative, total ...... 1 7 1 - 9 3 2 1 1 -
Independent, no trend ........ - 1 - - 1 - - - - -
Independent, trend ......ooen. - 3 - - 3 - - - 1 -
Independent, total .......c00. - 4 - - 4 - - - 1 -
o 8 Y 26 90 18 13 147 35 11 12 26 37
Commodity processing sectors
Proportional, no trend ..... .. 96 42 86 6 230 127 27 22 32 27
Proportional, trend ......... . 30 17 26 6 79 55 10 16 8 9
Proportional, total ......... . 126 59 112 12 309 182 37 38 40 36
Linear, positive, no trend ... 2 2 2 - 6 1 1 1 1 3
Linear, positive, trend ...... 1 1 2 1 5 1 1 1 1 -
Linear, positive, total ...... 3 3 4 1 11 2 2 2 2 3
Linear, negative, no trend ... 3 1 - 4 1 2 - - 1
Linear, negative, trend ...... 2 1 2 - 5 3 - - - 1
Linear, negative, total ...... 5 1 3 - 9 4 2 - - 2
Independent, no trend ...... .. - - - - - - 1 - - -
Independent, trend ......cc.n. 1 - - - 1 2 - 1 - 1
Independent, total ........... 1 - - - 1 2 1 1 - 1

Total coevvinnenennnnnnn ceeeen 135 63 119 13 330 190 42 41 42 42




Table D26.
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Percentage distributions

Forms of regre831ons of inputs on outputs for basic categories of inputs, classified by
type of receiving sector.

: : 3
Type of receiving sector T ot B 5 2 ]
; i ¢ 3 o2 gE 2 & oz 3

Form of regression a2 g o 2 QA 28 5 o 3 =

[V} o 8 . P =T o PRI o =} 7] [

B = B 0 w 8 ] e Q o >

o 4 o o oo o 0 (I o ow - @ e}

§8 99 ki §f sf 34 o Be & ey

£ g Ee 28 2& -—~2a fga s 438 g 83

23 28 B8 gFg <4 84 & 3 & E &%
Extractive and service sectors
Proportional, no trend ....... 42,3 50.0 55.5 76.9 51.7 57.1 54.5 66.7 50.0 56.8
Proportional, trend ...covece.s 50.0 35.5 33.4 23.1 36.7 34.3 27.3 25.0 30.8 29.7
Proportional, total .......... 92.3 85.5 88.9 100.0 88.4 91.4 81.8 91.7 80.8 86.5
Linear,positive, no trend .... 3.9 1.1 5.6 - 2.0 - - - 3.8 5.4
Linear,positive, trend ....... - 1.1 - - 0.7 - - - 7.7 8.1
Linear,positive, total ....... 3.9 2.2 5.6 - 2.7 - - - 11.5 13.5
Linear,negative, no trend .... - 3.3 - - 2.1 - 9.1 - - -
Linear,negative, trend ....... 3.8 4.5 5.5 - 4,1 8.6 9.1 8.3 3.8 -
Linear,negative, total ....... 3.8 7.8 5.5 - 6.2 8.6 18.2 8.3 3.8 -
Independent, no trend ........ - 1.1 - - 0.7 - - - - -
Independnet, trend ...ceeeeess - 3.4 - - 2.0 - - - 3.9 -
Independent, total ...... seces - 4.5 - - 2.7 - - - 3.9 -
Total sieveeennns Cetesscsennas 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Commodity processing sectors
Proportional, no trend ....... 71.2 66.6 72.3 46.1 69.7 66.8 64.3 53.7 76.2 64.3
Proportional, trend .......... 22.2 27.0 21.8 46.2 23.9 28.9 23.8 39.0 19.0 21.4
Proportional, total .......u.. 93.4 93.6 94.1 92.3 93.6 95.7 88.1 92.7 95.2 85.7
Linear,positive, no trend .... 1.5 3.2 1.7 - 1.8 0.5 2.4 2.5 2.4 7.1
Linear,positive, trend ....... 0.7 1.6 1.7 7.7 1.5 0.6 2.4 2.4 2.4 -
Linear positive, total ....... 2.2 4.8 3.4 7.7 3.3 1.1 4.8 4.9 4.8 7.1
Linear,negative, no trend .... 2.2 - 0.8 - 1.2 0.5 4.7 - - 2.4
Linear,negative, trend ....... 1.5 1.6 1.7 - 1.6 1.6 - - - 2.4
Linear,negative, total ....... 3.7 1.6 2.5 - 2.8 2.1 4.7 - - 4.8
Independent, no trend ....... - - - - - - 2.4 - - -
Independent, trend i..cieveoes 0.7 - - - 0.3 1.1 - 2.4 - 2.4
Independent, total ........c... 0.7 - - - 0.3 1.1 2.4 2.4 - 2.4
Total coveeeeennensnecnnnnnnns 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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Table D27. Forms of the regressions of inputs on outputs. Classification by type of receiving sector
and size in kroner of input item. All specified inputs

Average size of input items
in million 1955-kroner

T £ o
ype of receiving sector 0 - 10.0 10.1 - 50.0 Over 50.0

Form of regression
& Number Per Number Per Number Per

of items cent of items cent of items cent

Extractive and service sectors

Proportional, no trend ......cov0v.n. . 46 49.5 20 69.0 10 40.0
Proportional, trend ...evciveniann. cee 35 37.6 5 17.2 14 56.0
Proportional, total siiivueenrnceaeenn 81 87.1 25 86.2 24 96.0
Linear,positive, no trend ......... e 2 2.1 - - 1 4.0
Linear,positive, trend ...eeeeeenn. ves 1 1.1 - - - -
Linear,positive, total .c.ceeveeeeeen . 3 3.2 - - 1 4,

Confirmation, total ....eeeeeens Ceeee 84 90.3 25 86.2 25 100.0
Linear,negative, no trend ....ecoeeens 3 3.2 - -
Linear,negative, trend ....coevveennn. 4 4.3 2 6.9 - -
Linear,negative, total ....ecvvenvennn 7 7.5 2 6.9 - -
Independent, no trend ...vevveonn ceees 1 1.1 - - -
Independent, trend ...eeeeeeccrcnscans 1 1.1 2 6.9 - -
Independnet, total ..... Ceteirtieeea 2 2.2 2 6.9 - -
Rejection, total ..i.evevne. Ceteeeeens 9 9.7 4 13.8 - -
B o 93 100.0 29 100.0 25 100.0

Commodity processing sectors

Proportional, no trend .....ceveviennn 132 71.8 73 68.9 25 62.5
Proportional, trend .......... e 42 22.8 26 24.6 11 27.5
Proportional, total .ueeeeeereerernnnns 174 94.6 99 93.5 36 90.0
Linear,positive, no trend ...eeeeaeens 2 1.1 3 2.8 1 2.5
Linear,positive, trend ....eeeeeeecoes 2 1.1 1 0.9 2 5.0
Linear,positive, total s..eeeeveeeaann 4 2.2 4 3.7 3 7.5
Confirmation, total ....... Ceeesseenas 178 96.8 103 97.2 39 97.5
Linear,negative, no trend ....eeeeeese 2 1.1 2 1.9 - -
Linear,negative, trend ....... Ceeeeees 3 1.6 1 0.9 1 2.5
Linear,negative, total ...... Ceeeeeea 5 2.7 3 2.8 1 2.5
Independent, no trend ......ceccuveenns - - - - - -
Independnet, trend ...eevececesncncans 1 0.5 - - - -
Independent, total ...eeveeenenennnnns 1 0.5 - - - -
Rejection, total ..iiveeeineecercnsannns 6 3.2 3 2.8 1 2.5
Total covvevenennns sssstecsncesns ceeee 184 100.0 106 100.0 40 100.0
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Table D28. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by

the size in 1955-kroner of the average production value of receiving sectors. Numbers of
input items

Basic categor Form of regression
Production values,

million kronmer - Proportional ;inear, positive ;inear, negative . Independent Total
trend Trend Total trend Trend Total trend Trend Total trend Trend Total
Norwegian, competitive
0 - 99.9 ...... 16 1 17 - - - 1 - 1 - 1 1 19
100.0 - 499.9 ...... 55 22 77 - - - 1 1 2 - - - 79
500.0 + cuvienennnn . 36 20 56 3 1 4 1 2 3 - - - 63
Norwegian, non-
competitive
0 - 99.9 ....,. 14 9 23 - - - 1 1 2 1 1 2 27
100.0 - 499.9 ...... 52 33 85 1 2 3 2 2 4 2 2 94
500.0 + iiveinnnns e 21 7 28 2 2 2 2 - - - 32
Imports
0 - 99.9 ...... 15 5 20 - 1 1 - 1 1 - - - 22
100.0 - 499.9 ...... 66 24 90 3 - 3 1 - 1 - - - 94
500.0 + ..eiennnn eee 31 12 43 - 2 2 - 2 2 - - - 47
All specified inputs
0 - 30.8...... 14 5 19 - - - 2 - 2 - - - 21
30.9 = 99.9 ...... 31 10 41 - 1 1 - 2 2 1 2 3 47
100.0 - 499.9 ...... 173 79 252 4 2 6 4 3 7 - 2 2 267
500.0 - 999.9 ...... 71 25 96 3 3 6 1 4 5 - - - 107
1000.0 + sivvvnneanns 17 14 31 2 - 2 - 2 2 - - - 35
Competitive inputs
combined
0 - 99.9 ...... 21 5 26 - - - - 1 1 - - - 27
100.0 - 499.9 ...... 72 39 111 - - - - 3 3 - 2 2 116
500.0 * tiveenennons 54 23 77 1 1 2 1 2 3 - - - 82
Fuels combined
0 =-499.9 ...... 21 7 28 1 - 1 2 - 2 1 - 1 32
500.0 + civevnnnnnes 12 6 18 - 1 1 1 1 2 - - 21
Substitution groups
0 - 499.9 ...... 13 13 26 1 1 2 - - - - 1 1 29
500.0 + iiiinennns . 17 6 23 - - - - 1 1 - - - 24
Import sums .
0 -1499.9 ...... 29 11 40 2 2 4 - - - - - - 44
500.0 + ...vennnn oo 16 5 21 - 1 1 - 1 1 - 1 1 24
Gross value added
0 - 99.9 ...... 7 2 9 1 1 2 1 1 2 - 1 1 14
100.0 - 499.9 ...... 25 12 37 2 1 3 - - - - - - 40
500.0 * teevvnnncnns 16 6 22 2 1 3 - - - - - ol 25
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Table D29. Forms of the regressions of inputs on outputs for basic categories of inputs, classified
by the size in 1955-kroner of the average production value of receiving sectors.
Percentage distribution

Form of regression

Basic category

Production values, Proportional Linear, positive Linear, negative Independent
million kroner No No No No Total
Trend Total Trend Total | Trend Total Trend Total
trend trend trend trend
Norwegian, competitive
0 - 99.9 ...... 84.2 5.3 89.5 - - - 5.3 5.3 - 5.2 5.2 100.0
100.0 - 499.9 ...... 69.6 27.9 97.5 - - - 1.3 1.2 2.5 - - - 100.0
500.0 + tiviiinnnnnn 57.2 31.7 88.9 4.7 1.6 6.3 1.6 3.2 4.8 - - - 100.0
Norwegian, non-
competitive
0 - 99.9 ...... 51.9 33.3 85.2 - - - 3.7 3.7 7.4 3.7 3.7 7.4 100.0
100.0 - 499.9 ...... 55.4 35.1 90.5 1. 2.1 3. 2.1 2.1 4.2 - 2.1 2.1 100.0
500.0 + viverennnnnn 65.7 21.8 87.5 6.3 - 6.3 ~ 6.2 6.2 - - - 100.0
Imports
0 - 99.9 ...... 68.2 22.7 90.9 - 4.6 4.6 - 4.5 4.5 - - - 100.0
100.0 - 499.9 ...... 70.2 25.5 95.7 3.2 - 3.2 1. - 1.1 - - - 100.0
500.0 + tiiivinnnnnn 66.0 25.5 91.5 - 4.3 4.3 4.2 4.2 - - - 100.0
All specified inputs
0 - 30.8 ... 66.7 - 23.8 90.5 - - - 9.5 - 9.5 - - 100.0
30.9 - 99.9 ...... 65.9 21.3 87.2 - 2.1 2.1 - 4.3 4.3 2.1 4.3 6.4 100.0
100.0 - 499.9 ...... 64.8 29.6 94.4 1.5 0.8 2.3 1.5 1.1 2.6 0.7 0.7 100.0
500.0 - 999.9 ...... 66.3 23.4 89.7 2.8 2.8 5.6 0.9 3.8 4.7 - = - 100.0
1000.0 + .... P 48.6 40.0 88.6 5.7 - 5.7 - 5.7 5.7 - - - 100.0
Competitive inputs
combined
0 - 99.9 ...... 77.8 18.5 96.3 - - - - 3.7 3.7 - - - 100.0
100.0 - 499.9 ...... 62.0 33.7 95.7 - - - - 2.6 2.6 - 1.7 1.7 100.0
500.0 + tevnrvennannn 65.9 28.0 93.9 1.2 1.2 2.4 1.2 2.5 3.7 - - - 100.0
Fuels combined
0 - 499.9 ...... 65.7 21.8 87.5 3.1 - 3.1 6.3 6.3 3.1 - 3.1 100.0
500.0 + tevvvnnnninn 57.1 28.6 85.7 - 4.8 4.8 4.8 4.7 9.5 - - - 100.0
Substitution groups
0 -499.9 ...... 44.9 44,8 89.7 3.5 3.4 6.9 - - - - 3.4 3.4 100.0
500.0 + ..oveennn oo 70.8 25.0 95.8 - - - - 4.2 4.2 - - - 100.0
Import sums
0 - 499.9 ...... 65.9 25.0 90.9 4.5 4.6 9.1 - - - - - - 100.0
500.0 + viivnnieanns 66.7 20.8 87.5 - 4.2 4.2 - 4.1 4.1 - 4,2 4.2 100.0
Gross value added
0 - 99.9 ...... 50.0 14.3 64.3 7.1 7.2 14.3 7.2 7.1 14.3 - 7.1 7.1 100.0
100.0 - 499.9 ...... 62.5 30.0 92.5 5.0 2.5 7.5 - - - - - - 100.0
500.0 + tiiiennnnnns 64.0 24.0 88.0 8.0 4.0 12.0 - - - - - - 100.0




Table D30.

Characteristics of receiving sectors.
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Distribution of sectors according to results for

specified input items and size of average production in million 1955-kroner

Average production in million 1955-kromner

500 500
0 - 100 - 0 - 100 -
99.9 499.9 2nd  Total g4 4999 &nd  Total
over over
Number of sectors Percentage distribution
70 per cent and more of specified
input items in the class Proportional,
Nno trend seveeeeeneracnoscnsans ceseans 5 20 15 40 38.5 51.3 57.7 51.3
All specified input items in the
classes Proportional, majority
without trend ...... cecseacnn [ . 5 22 13 40 38.5 56.4 50.0 51.3
All specified input items in the
classes Proportional ....eeeveeccccnns 6 28 15 49 46.1 71.8 57.7 62.8
All specified input items in classes
with significant positive correlation
between input and output .......eeeaes 7 31 19 57 53.8 79.5 73.0 73.1
All sectors with specified input items 13 39 26 78 100.0 100.0 100.0 100.0

Table D31.

the relative dispersion of production in receiving sectors.

Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
Numbers of input items

Basic category

Form of regression

Standard deviation in Proportional Linear, positive Linear, negative Independent
per cent of average No No No No Total
production trend Trend Total trend Trend Total trend Trend Total trend Trend Total
Norwegian, competitive
0-14 (iivivnnnns 54 23 77 2 2 - 2 2 - 1 1 82
15 4+ iieirnnnnnnns 53 20 73 1 1 2 3 1 4 - - 79
Norwegian, non-
competitive
0= 14 tivvvnnnnns 53 33 86 - 2 2 2 3 5 1 3 4 97
15 4 iiiiinnnnnns 34 16 50 3 3 1 2 3 - 56
Imports
0-14 covvevnnnnn 50 23 73 1 1 2 2 2 - - - 77
15 + ouue vessneses 62 18 80 2 2 4 1 1 2 - - - 86
All specified inputs
0= 9 tevevnnnnes 40 27 67 1 2 3 - - - 1 1 2 72
10 - 14 covvnnnnnse 117 52 169 2 1 3 2 7 9 - 3 3 184
15 -19 toevnnennn . 37 13 50 1 - 1 2 1 3 - - - 54
20 - 24 ciiiiannnn 76 20 96 3 1 4 1 2 3 - - - 103
25 + siiiiieeeiannn 36 21 57 2 2 4 2 1 3 - - - 64
Competitive inputs
combined
0-14 cevvivnnnns 64 35 99 - = - 5 5 B 1 1 105
15 - 24 vesesses 58 19 77 - 1 - 1 1 - 1 1 80
25 + ciiiennnn vee 25 13 38 1 1 1 - 1 - - 40
Fuels combined
=14 iieiinn. 15 10 25 1 1 2 1 3 - - 29
15 + tiviennennns . 18 3 21 - 1 1 1 - 1 1 - 1 24
Substitution groups
0= 14 (iivennnnns 18 10 28 1 1 2 - 1 1 - 1 1 32
154 cevvevnnnsn . 12 9 21 - - - - - - - 21
Import sums
0-14 tivevnnnnns 28 8 36 1 2 3 - 1 1 - 1 1 41
15 4 iivnenenecnns 17 8 25 1 1 2 - - - - - - 27
Gross value added
0-14 .evvunnnn . 25 13 38 3 3 6 1 1 2 - - 46
15 + ..., Cedeseses 23 7 30 2 - 2 - - - - 1 1 33
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Table D32. Forms of the regressions of inputs on outputs for basic categories of inputs, classified by

the relative dispersi

on of production in receiving sectors. Percentage distribution

Basic category

Form of regression

Standard deviation in Proportional Linear, positive Linear, negative Independent
per cent of average No No No No Total
production value trend Trend Total trend Trend Total trend Trend Total trend Trend Total
Norwegian, competitive
0-14 cvvvinnnns 65.8 28.1 93.9 2.4 - 2.4 - 2.5 2.5 - 1.2 1.2 100.0
15 + tiiiiiienenns 67.1 25.3 92.4 1.3 1.2 2.5 3.8 1.3 5.1 - - - 100.0
Norwegian, non-
competitive
0-14 iineennns 54.7 34.0 88.7 - 2.0 2.0 2.1 3.1 5.2 1.0 3.1 4.1 100.0
15+ civvennns cene 60.7 28.6 89.3 5.3 - 5.3 1.8 3.6 5.4 - - 100.0
Imports
0 - 14 civivnnnns 64.9 29.9 94.8 1.3 1.3 2.6 2.6 2.6 - - - 100.0
15+ ..., vesvene 72.1 20.9 93.0 2.3 2.3 4.6 1.2 1.2 2.4 - - - 100.0
All specified inputs
0- 9 tivvnnnnns 55.5 37.5 93.0 1.4 2.8 4.2 - - - 1.4 1.4 2.8 100.0
10 - 14 oovvinnnn. 63.6 28.3 91.9 1.1 0.5 1.6 1.1 3.8 4.9 1.6 1.6 100.0
15 -19 coeevnnnnn 68.5 24,1 92.6 1.9 - 1.9 3.7 1.8 5.5 - - - 100.0
20 - 24 siiiiinann 73.8 19.4 93.2 2.9 1.0 3.9 1.0 1.9 2.9 - - - 100.0
25 + tiiiiiiiieas 56.3 32.8 89.1 3.1 3.1 6.2 3.1 1.6 4.7 - - - 100.0
Competitive inputs
combined
0-14 .ovuvnn. .. 61.0 33.3 94.3 - - - - 4.8 4.8 - 0.9 0.9 100.0
15 - 24 ..., e 72.5 23.8 96.3 1.2 - 1.2 - 1.3 1.3 - 1.2 1.2 100.0
25 + ... neenseqs 62.5 32.5 95.0 - 2.5 2.5 2.5 - 2.5 - 100.0
Fuels combined
0-1 ....... e 51.7 34.5 86.2 3.5 3.5 6.9 3.4 10.3 - - 100.0
15 4+ tieiinnnens .. 75.0 12.5 87.5 - 4.1 4.1 4.2 - 4.2 4.2 - 4,2 100.0
Substitution groups
0-14 .vivvnnnns 56.3 31.2 87.5 3.1 3.2 6.3 - 3.1 3.1 - 3.1 3.1 100.0
15 4 cieevennnn e 57.2 42.8 100.0 - - - - 100.0
Import sums
0-14 .....e. e 68.3 19.5 87.8 2.5 4.9 7.4 - 2.4 2.4 - 2.4 2.4 100.0
15 + tiiieiennnnss 63.0 29.6 92.6 3.7 3.7 7.4 - - - - - - 100.0
Gross value added
[ e 54.3 28.3 82.6 6.5 6.5 13.0 2.2 2.2 4.4 - - - 100.0
15 4 tiviiinnnnnns 69.7 21.2 90.9 6.1 - 6.1 - - - 3.0 3.0 100.0
Table D33. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and dispersion in production
Standard deviation in per cent of average production value
0-9 10-14 15-19 20-26 3" Total 0-9 10-14 15-19 20-24 *3¢* Total
Number of sectors Percentage distribution
70 per cent or more of specified
input items in the class
Proportional, no trend ......... 5 15 6 9 5 40 35.7 46.8 50.0 75.0 62.5 51.3
All specified input items in the
classes Proportional, majority
without trend ....voveevecenanns 6 16 7 6 5 40 42.8 50.0 58.3 50.0 62.5 51.3
All specified input items in the
classes Proportional .....eeveenn 10 19 8 6 6 49  71.4 59.4 66.7 50.0 75.0 62.9
All specified input items in
classes with significant positive
correlation between input and
OULPUL v veervnrrnenscneensennnnns 12 21 9 9 6 57 85.7 65.7 75.0 75.0 75.0 73.1

All sectors with specified input
items ..... et eetteetatreea e

14 32 12 12 8 78 100.0 100.0 100.0 100.0 100.0

100.0




Table D34.
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dispersion and trend characteristics of outputs in receiving sectors.

items

Forms of the regressions of inputs on outputs for basic categories of inputs, classified by
Numbers of input’

Basic category
Standard

deviation
per cent

Trend
character

Form of regression

Proportional

Linear, positive

Linear, negative

Independent

trend

Trend Total No
tren

end

Trend Total No
tr

end

Trend Total

N
t

[
rend

Trend Total

Total

Norwegian, competitive
0- 9 All ....ivvnnns

10 - 14 Not clear trend

Clear trend ...
15 and Not clear trend
over Clear trend ...

Norwegian, non-
competitive

0- 9 All ...cvvnnen

10 - 14 Not clear trend
Clear trend ...

15 and Not clear trend
over Clear trend ...

Imports
0- 9

10 - 14 Not clear trend

Clear trend .

15 and Not clear trend
over Clear trend ..

All specified inputs
0- 9 All ..iivvvnnns
10 - 14

Not clear trend
Clear trend ...

15 and Not clear trend
over Clear trend ...

Competitive inputs

combined
0- 9 All ...vcvnenne .
10 - 14 Not clear trend

Clear trend ...

15 and Not clear trend
over Clear trend ...

Substitution groups and
fuels

0- 9 All .iivvvennns

10 and Not clear trend
over Clear trend ...

Import sums 4
0= 9 All iviieenannn

10 and Not clear trend
over Clear trend ...

Gross value added
0- 9 All viviieennnes

10 and Not clear trend
over Clear trend ...

17
17
20

49

10
12
31

34

13
16

53

40
45

13
136

23
14
27

75

10

11

27

10

32

11

18

13

15

16

O N

18

27
17
35

52

13
13

30

24

22
31

67

23

17
46

50

20

23
30

71

67

62
107

15
188

32

27
40

10
105

16

16
63

13

40

12

48
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25
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11
75

72

66
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19
202

33

30
42

12
108

17

21
68

13

10
45

14

11
54
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Table D35. Forms of the regressions of inputs on outputs for basic categories of inputs classified by
dispersion and trend characteristics of outputs in receiving sectors. Percentage

distribution
Basic category Form of regression
Standard . . P . .
deviation Trend Proportional Linear, positive Linear, negative Independent Total
character No No No No
per cent trend Trend Total trend Trend Total trend Trend Total trend Trend Total
Norwegian, competitive
0- 9 ALl ...covvnnn 68.0 28.0 96.0 - - - - - - - 4.0 4.0 100.0
10 - 14 Not clear trend 73.9 21.8 95.7 - - - - 4.3 4.3 - - - 100.0
Clear trend ... 58.8 32.4 91.2 5.9 - 5.9 - 2.9 2.9 - - - 100.0
15 and Not clear trend 57.1 28.6 85.7 - - - 14.3 - 14.3 - - - 100.0
over Clear trend ... 68.1 25.0 93.1 1.4 1.4 2.8 2.7 1.4 4.1 - - - 100.0
Norwegian, mon-
competitive
0- 9 All ...ivvnnnn. 40.0 52.0 92.0 - 4.0 4.0 - - - 4.0 - 4.0 100.0
10 - 14 VNot clear trend 63.2 26.3 89.5 - 5 5.3 - - - - 5.2 5.2 100.0
Clear trend ... 58.5 28.3 86.8 - - 3.8 5.6 9.4 - 3.8 3.8 100.0
15 and Not clear trend - - -(100.0) -(100.0) - - - = -(100.0)
over Clear trend ... 61.8 29.1 90.9 3.7 - 3.7 1.8 3 5.4 - - - 100.0
Imports
0- 9 A1l ...vvvinnnn 59.1 31.8 90.9 4.5 4.6 9.1 - ~ - - - - 100.0
10 - 14 Not clear trend 66.7 29.1 95.8 - . - - 4.2 4.2 - - - 100.0
Clear trend ... 67.8 29.0 96.8 - - - - 3.2 3.2 - - - 100.0
15 and Not clear trend 81.8 - 81.8 18.2 18.2 - - - - 100.0
over Clear trend ... 70.7 24.0 94.7 - 2.7 2.7 1.3 1.3 2.6 - - - 100.0
All specified inputs
0= 9 ALl vivvennnnn. 55.5 37.5 93.0 1.4 2,8 4.2 - - - 1.4 1.4 2.8 100.0
10 - 14 VNot clear trend 68.2 25.8 94.0 - 1.5 1.5 - 3.0 3.0 - 1.5 1.5 100.0
Clear trend ... 61.0 29.7 90.7 1.7 - 1.7 1.7 4.2 5.9 - 1.7 1.7 100.0
15 and Not clear trend 68.4 10.5 78.9 15.8 - 15.8 5.3 - 5.3 - - - 100.0
over Clear trend ... 67.3 25.7 93.0 1.5 1.5 3.0 2.0 2.0 4.0 - - - 100.0
Competitive inputs
combined
0= 9 All ..ivieevnnns 69.7 27.3 97.0 - - - - 3.0 3.0 - - - 100.0
10 - 14 Not clear trend 46.7 43.3 90.0 - - - - 6.7 6.7 - 3.3 3.3 100.0
Clear trend ... 64.3 30.9 95.2 - - - - 4.8 4.8 - - - 100.0
15 and Not clear trend 66.7 16.7 83.4 - - - - 8.3 8.3 - 8.3 8.3 100.0
over Clear trend ... 69.4 27.8 97.2 0.9 1.0 1.9 0.9 - 0.9 - - - 100.0
Substitution groups and
fuels
0- 9 All ..iiveinnnn 58.8 35.3 94.1 - - - - 5.9 5.9 - - - 100.0
10 and Not clear trend 38.1 38.1 76.2 4.8 4.8 9.5 - 9.5 4.7 4, 9.5 100.0
over Clear trend ... 66.2 26.5 92.7 1.5 2.9 4.4 1.5 1.4 2.9 - - - 100.0
Import sums
0- 9 All ..ovvvennn. 84.6 15.4 100.0 - - - - - - - - - 100.0
10 and Not clear trend 70.0 10.0 80.0 10.0 10.0 - - - - 10.0 10.0 100.0
over Clear trend ... 60.0 28.9 88.9 2.2 6.7 8.9 - 2.2 2.2 - - - 100.0
Gross value added
0 - 9 All ...iivvnnnn 71.4 14.3 85.7 7.1 - 7.1 -~ 7.2 7.2 - - ~ 100.0
10 and Not clear trend 54.5 18.2 72.7 18.2 9.1 27.3 - - - - - - 100.0
over Clear trend ... 59.3 29.6 88.9 3.7 3.7 7.4 1.9 - 1.9 - 1.8 1.8 100.0
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Table D36. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and number of specified input items )

Number of specified input items

o-4 58 U rotal  0-4 58 % Total
Number of sectors Percentage distribution
All specified input items in classes
with significant positive correlation
between input and OUtput ....eececo.. 21 24 12 57 67.8 80.0 70.6 73.1
Of these: All in the classes
Proportional .....cec000.n 18 22 9 49 58.1 73.3 53.0 62.8
70 per cent or more in the
class Proportional, no
trend ...ceiciiniieiinaannan 12 15 7 34 38.7 50.0 41.2 43.6
1 specified input item in classes
without significant positive
correlation between input and output. 9 6 4 19 29.0 20.0 23.5 24.4
Of these: 70 per cent or more in the
class Proportional, no
trend .ieieiiiiiicciennnn 1 3 2 6 3.2 10.0 11.8 7.7
2 specified input items in classes
without significant positive
correlation between input and output. 1 - 1 2 3.2 . 5.9 2.5
TOtAl vivesveeeeeesoasonsnoonosassnnnns 31 30 17 78 100.0 100.0 100.0 100.0

Table D37. Characteristics of receiving sectors. Distribution of sectors according to results for
specified input items and total number of input items

Total number of input items

Over _ _ Over
0-9 10-17 17 Total 0-9 10-17 17

Total

Number of sectors Percentage distribution

All specified input items in classes
with significant positive correlation

between input and Output ....ecoesens 17 26 14 57 63.0 83.9 70.0 73.1

Of these: All in the classes

Proportional .....eeueonns 16 22 11 49 59.3 71.0 55.0 62.8

70 per cent or more in the
class Proportional, no

trend ceceeecerieniaconnen 9 17 8 34 33.3 54.8 40,0 43.6

7-25 per cent of specified input
items in classes without significant
positive correlation between input

and OULPUL ..veevevecocscnononnsnsaas 2 5 6 13 7.4 16.1 30.0 16.7

Of these: 70 per cent or more in the
class Proportional, no

trend coveiiiiirienaiiinns - 3 3 6 - 9.7 15.0 7.7

Over 25 per cent of specified input
items in classes without significant
positive correlation between input
and output. (All of these had less
than five specified input items and
only one had 2 items in the actual

[ - Y- - 3 8 - - 8 29.6 - - 10.2

Total (uiieveeceoeeoaaoconnasenanases 27 31 20 78 100.0 100.0 100.0 100.0




Appendix table I.

Results for inputs

characterized by delivering sectors

3 . Average Number Test results:
ector Type of delivery < A g - s g g - q :
produc- of Proportional Linear posi- Con- Linear nega- Independent RejecyProportional Linear posi- Con- Linear nega- Independent Rejec-
Num- Ty- Name of delive- tion speci- firma- tive tion tive firma-tive tion
ber pe ring sector Million fied No tion To No total |No No tion No No total
1955~ delive- trend Trend frend total trend Trend d Trend trend Trend trend Trend total trend Trend trend Trend
kroner ries Number of deliveries Percentage distribution

Norwegian, competitive

and non-competitive
02 0 FOrestry ceeeeeceees 866 I I - - In - - - |100.0 - - - 100.0 - - - - -
08 0 Quarrying .eceeec... 93 N L - - L - - - {100.0 - - - 100.0 - - - - -
11 1 Margarine .eceeceeses 183 1 1 - - 1 - - - 100.0 - - - 100.0 - - - - -
14 1 Grain mills .eeeeeos 511 3 3 = - 3 - - - 100.0 - - - 100.0 - - - - -
17 1 Other food s.eeeoes. 135 L4 i - - L - - - |ro0.0 - - - 100.0 - - - - -
19 1 Breweries ...... vee 232 1 1 - - 1 - - - - ]100.0 - - - 100.0 - - - - -
23 1 Cordage .eee... ceeee Th 1 1 - - 1 - - - |100.0 - - - 100.0 - - - - -
25 1 Apparel ...ceeenenn. 695 1 1 - - 1 - - - - |100.0 - - - 100.0 - - - - -
33 0 Printing eceeececesss 337 3 3 - - 3 - - - 100.0 - - - 100.0 - - - - -
42 1  Ferro-alloyS seecee.s 264 2 2 - - 2 - - - - |100.0 - - - 100.0 - - - - -
Lh 1  Foundries .....e.... 109 1 1 - - 1 - - - |100.0 - - - 100.0 - - - - -
45 1 Aluminium works .... 257 3 3 - - 3 - - - - (100.0 - - - 100.0 - - - - -
L7 1 Non-ferrous foundries 15 1 1 - - 1 - - - 100.0 - - - 100.0 - - - - -
51 1 Miscellaneous manuf. 217 2 2 - - 2 - - - 100.0 - - ~ 100.0 - - - - -
60 0 ©Non-life insurance 200 3 3 - - 3 - - - |100.0 - - - 100.0 - - - - -
6L 0 Coastal tranmsportation 307 2 2 - - 2 - - - J100.0 - - - 100.0 - - - - -
68 0 Transport n.e.c. ... 668 1 1 - - 1 - - - |100.0 - - - 100.0 - - - - -
76 0 Consultants ..eeeees 232 1 1 - - 1 - - - 100.0 - - - 100.0 - - - - -
21 1 Textiles eceeeeeeeans 515 8 T 1 - 8 - - - 87.5 12.5 - - 100.0 - - - - -
31 1 Paper products s.... 251 13 11 2 - 13 - - - 84.6 15.4 - - 100.0 - - - - -
53 0 Electricity seeeeees 582 12 10 2 - 12 - - - 83.3 16.7 - - 100.0 - - - - -
39 1 Vegetable 0il ...... 99 b4 3 1 - L -~ - - 5.0 25.0 - - 100.0 - - - - -
49 1 Electrical machinery

etC. tieeiiiiennnnn 543 b 3 1 - L - - - 75.0 25.0 - - 100.0 - - - - -
28 1 Pulp seineenn. ceee..  88Y 3 2 1 - 3 - - - | 66.7 33.3 - - 100.0 - - - - -
38 1 Herring 0il .eeeeees 275 3 2 1 - 3 - - - 66.7 33.3 - - 100.0 - - - - -
43 1  Steel WOTKS eeveeen . 208 5 3 2 - 5 - - - 60.0 L40.0 - - 100.0 - - - - -
26 1 Saw mills etc. ..... 540 7 L 3 - 7 - - - 57.1 k2.9 - - 100.0 - - - - -
ok 0 TFisheries etc. ..... 653 6 3 3 - 6 - - - 50.0 50.0 - - 100.0 - - - - -
29 1 PADET seeeereanens . T37 L 2 2 - b - - - 50.0 50.0 - - 100.0 - - - - -
34 1 Leather ceeeeeceecen 116 2 1 1 - 2 - - - 50.0 50.0 - - 100.0 - - - - -
35 1 Rubber products .... 141 2 1 1 - 2 - - - 50.0 50.0 - - 100.0 - - - - -
36 1 Fertilizers etc. ... 457 i 2 2 - L - - - 50.0 50.0 - - 100.0 - - - - -
41 1 Non-metallic minerals U411 6 3 3 - 6 - - - 50.0 50.0 - - 100.0 - - - - -
66 0 RailWays eeeeesececs 4ho 2 1 1 - 2 - - - 50.0 50.0 - - 100.0 - - - - -
50 1 Shipbuilding ....... 838 5 2 3 - 5 - - - L0.0 60.0 - - 100.0 - - - - -
4o 1 0il refineries ..... 309 L 1 3 - L - - - 25.0 75.0 - - 100.0 - - - - -

68



Appendix table I (cont.). Results for inputs characterized by delivering sectors

Sector Type of delivery Average Number Test results:

Num- Ty- Name of delive- pz"oduc— of. Proportional L::Lnea;r posi- C(.m— L%nea.r nega- Independent R?jec— Proportional LJ:Lnear posi- CQn— L%near nega- Independent R?jec—
ver pe ring sector Million fhea T oo tion Too o total |Fo o tion Te ¥ total
1955- delive- trend Trend trend Trend total trend frend trend Trend trend frend trend Trend total trend frend trend Trend
kroner ries Number of deliveries Percentage distribution

Norwegian, competitive

and non-competitive
05 0 ~ Whaling «.......... 286 1 - 1 - - 1 - - - - - - 100.0° - - 100.0 - - - - - -
07 O - Metal mining «..... 205 2 - 2 - - 2 - - - - - - 100.0 - - 100.0 - - - - -
18 1  Spirits eecececeees 96 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - - - -
55 0 Trade sececsscsssse 5693 2 - 2 - - 2 - - - - - - 100.0 - - 100.0 - - - - -
T0 0 Forwarding etc. ... 98 2 -~ 2 - - 2 - - - - - - 100.0 - - 100.0 - - - - -
71 0 Communications .... 389 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - - - -
48 1 Metal products .... 1716 20 17 2 - 1 20 - - - - - 85.0 10.0 - 5.0 100.0 - - - - -
37 1 Other chemicals ... 628 20 12 T 1 - 20 - - - - - 60.0 35.0 - 5.0 - 100.0 - - - - -
10 1 Dairies ceeeesccses 622 3 2 - 1 - 3 - - - - - 66.7 - 33.3 - 100.0 - - - - -
13 1 Fish processing ... 513 3 1 1 1 - 3 - - - - - 33.4 33.3 33.3 - 100.0 - - - - -
09 1 Slaughtering ...... T12 2 1 - 1 - 2 - - - - 50.0 - 50.0 - 100.0 - - - - -
65 0 Post services cee.. 281 2 1 - 1 - 2 - - - - - 50.0 - 50.0 - 100.0 - - - - -
0L 0 - Agriculture ....... 2201 11 6 3 1 - 10 - - - 1 1 sh.5 27.3 9.1 - 90.0 - - - 9.1 9.1
27 1 Wood and cork ..... 6Lk 7 L 2 - - 6 - 1 - - 1 57.1 28.6 - - 85.7 - 1k.3 - - 1k.3
446 1  Other metals ...... 606 10 6 2 - - 8 1 1 - - 2 60.0 20.0 - - 80.0 10.0 10.0 - - 20.0
61 0 Real estate ....... 252 1k 3 6 - 1 10 1 2 - i 21.k k2.9 - 7.1 T1l.4 7.1 1h.3 - 7.2 28.6
06 0 Coal mining sceec.e 31 6 1 3 - - L 2 - - - 2 16.7 50.0 - - 66.7 33.3 - - - 33.3
03 0 Hunting etC. eevvs. 36 1 - - - - - - 1 - - 1 - - - - - - 100.0 - - 100.0
63 0 Ocean transportation 4535 1 - - - - - - - - 1 1 - - - - - - - - 100.0 100.0

Unspecified etc.
86 Transfers «.... ceees = 2 1 1 - - 1 - - - - - 50.0 50.0 - - 100.0 - - - - -
81 Unspecified energy . - 6 3 3 - - 6 - - - - - 50.0 50.0 - - 100.0 - - - - -
80 Unspecified office .

SUPPLi€s seeeeecsns .- 33 17T 1k - - 31 1 - - 1 2 51.5 L2.h - - 93.9 3.0 - - 3.1 6.1
82 Unspecified services - 32 20 6 1 1 28 1 2 1 - L 62.5 18.9 3.1 3.1 87.6 3.1 6.2 3.1 - 1l2.h4

Imports, competitive

and non-competitive
ok 0 Fisheries etc. eeee. - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
05 0 Whaling ..eoeececses - 1 1 - - - 1 - - - - - 100.0 - - - - 100.0 - - - - -
09 1 Slaughtering ete. .. - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
13 1 Fish processing .... - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
18 1  Spirits ceeeececcees - 2 2 - - - 2 - - - - - 100.0 - - - 100.0 - - - - -
21 1 Textiles eceeeseccenss - 10 10 - - - 10 - - - - - 100.0 - - - 100.0 - - - - -
23 1 Cordage eeseececcceses - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
27 1 Wood and cork ...... - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
29 1 Paper ccececescccses = 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
31 1 Paper products ..... - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
36 1 Fertilizers ........ - 2 2 - - - 2 - - - - - |ro0.0 - - - 100.0 - - - - -
38 1 Herring 0il ..ocs... - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
40 1 0il refineries ..... - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
41 1 Non-metallic minerals - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -

06



Sector Type of delivery Average Number Test results:
Num- Ty- Neme of delive- produc- of Proportional L::Lnear posi- gn.)n— i:}nea.r nega- Independent Sf.sjec— Proportional L%near posi- Ct?n— L%near nega- Independent R(_ejec—
T - the et o e e fome- e e
1955- delive- trend T trena T'"% total trend To8d  trend Trend trend 1T freng Trend yio1 trend Trend
kroner ries Number of deliveries Percentage distribution

50 1 Shipbuilding ee.... - 3 3 - - - 3 - - - - - 100.0 - -~ - 100.0 - - -
55 0 Trade ceececeeesces - 2 2 - - - 2 - - - - - 100.0 - - - 100.0 - - -
60 0 Non-life insurance - 1 1 - - 1 - - - - - 100.0 - - - 100.0 - - -
65 0 Post services etc. - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - -
T1 0 Communications .ee. = - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - -
48 1  Metal products .... - 7 6 1 - - 7 - - - - - 85.7 1k.3 - - 100.0 - - -
07 O Metal mining ...... - 3 2 1 - - 3 - - - - - 66.7 33.3 - - 100.0 - - -
26 1 Sawmills etc. +ev.. - 3 2 1 - - 3 - - - - - 66.7 33.3 - - 100.0 - - -
51 1 Miscellaneous manuf. - 3 2 1 - - 3 - - - - - 66.7 33.3 - - 100.0 - - -
02 0 FOrestry eeeeeeses. - 5 3 2 - - 5 - - - - - 60.0 Lo.0 - - 100.0 - - -
08 0 Quarrying ....... .. - 5 3 2 - - 5 - - - - - 60.0 L40.0 - - 100.0 - - -
17 1 Other food .ceceee. - 5 3 2 - - 5 - - - -~ - 60.0 ko.0 - - 100.0 - - -
84 x Unspecified input . - 5 3 2 - - 5 - - - - - 60.0 40.0 - - 100.0 - - -
06 0 Coal mining ....... - 6 3 3 - - 6 - - - - - 50.0 50.0 - - 100.0 - - -
34 1 Leather ..cceceee.n - 2 1 1 - - 2 - - - - - 50.0 50.0 - - 100.0 - - -
46 1 Other metals ...... - 6 3 3 - - 6 - - - - - 50.0 50.0 - - 100.0 - - -
14 1 Grain mills ..eee.. - 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - -
28 1 Pulp .ee.... ceeeenes - 1 - 1 - - 1 - - - - - - 100.0 -~ - 100.0 - - -
35 1 Rubber products ... - 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - -
s 1 AMuminium works ... - 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - -
49 1 Electrical machinery

etce  ceee.n [ - 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - -
T7 0 Recreation cceeeees - 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - -
43 1  Steel works ....... - 7 L 2 - 1 T - - - - - 57.1 28.5 - 1hk.3 100.0 - - - ©
Sk 1 Gas SUPPLY eeeecee. - 6 i 1 - 1 6 - - - - - 66.7 16.6 - 16.7 100.0 - - - 7
01 0 Agriculture, non-

competitive «..o... - L 2 1 - 1 i - - - - - 50.0 25.0 - 25.0 100.0 - - -
37T 1 Other chemicals ... - 38 27 2 - 37 - 1 - - 1 71.1 21.0 5.3 - 97.4 - 2.6 2.6
01 0 Agriculture, compe-

titive ceveeneeenns - 9 5 2 1 - 8 1 - - - 1 55.6 22.2 11.1 - 88.9 11.1 - 11.1
39 1 Vegetable 0il ..... - 6 I 1 - - 5 - 1 - - 1 66.7 16.6 - - 83.3 - 16.7 -
03 0 Hunting etc. «.co.. - b 1 2 - - 3 - 1 - ~ 1 25.0 50.0 - - T5.0 - 25.0 25.0

Competitive inputs combined

02 0 Forestry eeeeeesess - I I - - - L - - - - - 100.0 - - - 100.0 - - -
O4 0 Fisheries .eeeeee.. - 2 2 - - - 2 - - - - - 100.0 - - - 100.0 - - -
08 0 QuUarrying ......... - 6 6 - - - 6 - - - - - 100.0 - - - 100.0 - - -
09 1 Slaughtering ...... - 2 2 - - - 2 - - - - - 100.0 - - - 100.0 - - -
13 1 Fish processing ... - 1 1 - - = 1 - - - - - 100.0 - - - 100.0 - - -
19 1 Breweries ..eeese.. - 1 1 - - - 1 - - - = - 100.0 - - - 100.0 - - -
23 1 Cordage eeescecccss - 2 2 - - - 2 - - - - - 100.0 - - - 100.0 - - -
25 1 Apparel .s.eececcens - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - -
33 0 Printing eceeee.. .o - 1 1 - - - 1 - - - - - 100.0 - - - 100.0 - - -
42 1  Ferro-alloys eeo... - 2 2 - = - 2 - - - - - 100.0 - - - 100.0 - - -
49 1  Electrical machi-

nery etc. ceeecenos - i L - - - 4 - - - - - 100.0 - - - 100.0 - - -
41 1 DNon-metallic minerals - 7 6 1 - - T = = - - - 85.7 1h4.3 - - 100.0 - - -




Appendix table I (cont.).

Results for inputs characterized by delivering sectors

Sector

Type of delivery

‘Average Number Test results:

Proportional

Num- Ty- Name of delive- p?oduc— of. Proportional L%near posi- g?n— L%near nega- Independent joec~ L%near posi- C9n— L?near nega- Independent Egjec—
ber pe ring sector Villion fea T o sion oo W sotal [ oo tion T W total
1955- delive- trend Trend trend Trend total trend Trenc trend Trend trend Trend trerd Trend total trend Trend trend Trend
kroner ries Number of deliveries Percentage distribution
07 O - Metal mining ...... - 3 2 1 - - 3 - - - - - 66.7  33.3 - - 100.0 - - - -
1k 1  Grain mills ....... - 3 2 1 - - 3 - - - - - 66.7 33.3 - - 100.0 - - - -
17 1 Other food eeeece.. - 6 L 2 - - 6 - - - - - 66.7  33.3 - - 100.0 - - - -
28 1 Pulp sceevecenn. oot = 3 2 1 - - 3 - - - - - 66.7 33.3 - - 100.0 - - - -
36 1 Fertilizers etc. .. - 3 2 1 - - 3 - - - - - 66.7 33.3 - - 100.0 - - - -
45 1 Aluminium works ... - 3 2 1 - - 3 - - - - - 66.7  33.3 - - 100.0 - - - -
26 1 Sawmills etc. ..... - 5 3 2 - - 5 - - - - - 60.0 40.0 - - 100.0 - - - -
31 1 Paper products .... - T 4 3 - - T - - - - - 57.1 42,9 - - 100.0 - - - -
18 1  Spirits ceeeeeeen.. - 2 1 1 - - 2 - - - - - 50.0 50.0 - - 100.0 - - - -
27 1 Wood and cork ..... - 2 1 1 - - 2 - - - - - 50.0 50.0 - - 100.0 - - - -
29 1 PApPET ceececvvenaes - L 2 2 - - in - - - - - 50.0 50.0 - - 100.0 - - - -
34 1  Leather .ecevenn... - 2 1 1 - - 2 - - - - - | s0.0 50.0 - - 100.0 - - - - ©
35 1 Rubber products ... - 2 1 1 - - 2 - - - - - 50.0 50.0 - - 100.0 - - - - N
44 1 Foundries ......... - 2 1 1 - - 2 - - - - - 50.0 50.0 - - 100.0 - - - -
46 1 Other metals ...... - 12 6 6 - - 12 - - - - - 50.0 50.0 - - 100.0 - - - -
51 1 Miscellaneous manuf. - L 2 2 - - - k4 - - - - - 50.0 50.0 - - 100.0 - - - -
0L 0 Agriculture .eceo... - 12 5 7 - - 12 - - - - - k1.7 s58.3 - - 100.0 - - - -
06 0 Coal mining ....... - 6 2 L - - 6 - - - - - 33.3  66.7 - - 100.0 - - - -
50 1 Shipbuilding ...... - 3 1 2 - - 3 - - - - - 33.3  66.7 - - 100.0 - - - -
05 O Whaling eeeeeecececs - 1 - 1 - - 1 - - - - - - 100.0 - - 100.0 - - - -
10 1 Dairies .seeeesveeces - 1 - 1 - - 1 - - - - - -~ 100.0 - - 100.0 - - - -
38 1 Herring oil ....... - 1 1 - - 1 - - - - - - 100.0 - - 100.0 - - - -
40 1 0il refineries .... - 3 - 3 - - 3 - - - - - - 100.0 - - 100.0 - - - -
43 1 Steel Works e...... - 7 3 3 1 - 7 - - - - - k2.8 L42.9 1k.3 - 100.0 - - - -
5h 1  Gas SUPPly eeceee.. - L 3 - - 1 L - - - - - 75.0 - - 25.0 100.0 - - - -
48 1 Metal products ... - 22 18 3 - - 21 - - - 1 1 81.8 13.7 - - 95.5 - - 4.5 4.5
37 1 Other chemicals ... - e} 33 12 - - 45 - L - - L 67.3 2L.5 - - 91.8 - 8.2 - 8.2
21 1 Textiles eecececees - 10 8 1 - - 9 - - - 1 1 80.0 10.0 - - 90.0 - - 10.0 10.0
39 1 Vegetable oil ..... - 6 5 - - - 5 1 - - - 1 83.3 - - - 83.3 16.7 - - 16.7
03 O Hunting etc. «..... - I 1 1 - - 2 - 2 - - 2 25.0 25.0 - - 50.0 - 50.0 - 50.0




Appendix table II.

Characteristics of 'receiving sectors"

Average Number Total

The results for specified inputs

Number of input items

Percentage distribution

produc- of number ] - - :
Sector Sector name tion spesi- of Pr:'opor- Linear, Confir- Llnee.zr, Independent Rejec— P¥0por— Ln.lea.“:’ Confir- Llneér, Independent Rejec—
code Mi 2 . tional positive . negative . tional positive . negative .

ill. fled }nput o mation, Yo tion, S No mation, Yo Yo tion,
‘ kr. inputs items trend Trend trend Trend total trend Trend trend Trend total trend Trend trend Trend total trend Trend trend Trend total
01X0404 Agriculture ..... 2 201 4 13 3 1 - - 4 - - - - - 75.0 25.0 - - 100.0 - - - - -
02X0300 ForeStry ..e...... 866 1 4 - 1 - - 1 - - - - - - 100.0 = - 100.0 = - - - -
03X0110 Hunting etc. 36 2 3 - 1 - - 1 - - - 1 1 - 50.0 = - 50.0 - - - 50.0 50.0
04X0310 Fisheries etc.... 653 3 8 1 1 - - 2 - 1 - - 1 33.3  33.3 - - 66.7 - 33.3 - - 33.3
05X0212 Whaling «eceeeees 286 4 8 1 1 - - 2 1 - - 1 2 25.0  25.0 - - 50.0 25.0 - - 25.0 50.0
06X0032 Coal mining ..... 31 4 8 3 1 - - 4 - - - - - 75.0  25.0 = - 100.0 - - - - -
07X0234 Metal mining .... 205 5 11 4 - - = 4 1 - - - 1 80.0 - - - 80.0 . 20.0 - - - 20.0
08X0112 Quarrying ....... 93 6 13 4 2 - - 6 - - - - - 66.7 33.3 - - 100.0 - - - - -
09X1325 Slaughtering etc. 712 4 11 2 1 1 = 4 . - - - - 50.0 © 25.0 25.0 - 100.0 - - - - -
10X1314 Dairies .svveevenn 622 3 11 - 2 1 - 3 - - - - - -  66.7 33.3 - 100.0 - - - - -
11X1212 Margarine ....... 183 8 19 5 3 = = 8 = - = = - 62.5 37.5 = - 100.0 = - - - -
12X1200 Fish canning .... 205 12 25 8 4 - 12 - - - - - 66.7 33.3 - - 100.0 - - - - -
13X1311 Fish processing . 513 7 14 5 2 = 7 - - - - = 71.5 28.5 = - 100.0 - - - - -
14X1334 Grain mills ..... 511 7 15 7 = = = 7 - - ~ - - 100.0 = = - 100.0 - - - - -
15X1201 Bakeries ........ 334 7 16 5 2 - - 7 - - - - - 71.5 28.5 - - 100.0 - - - - -
16X1210 Chocolate ....... 234 8 16 6 2 - - 8 - - - - - 75.0 25.0 - - 100.0 - - - - -
17X1210 Other food ...... 135 11 22 9 1 - - 10 - 1 - - 1 81.8 9.1 - - 90.9 - 9.1 - - 9.1
18X1100 Spirits .eeeves.. 96 5 14 3 1 - - 4 - - - 1 1 60.0 20.0 - - 80.0 - - - 20.0 20.0
19X1225 Breweries ....... 232 9 20 5 3 - - 8 1 - - - 1 55.5 33.4 - - 88.9 11.1 - - - 11.1
20X1202 Tobacco ...esews. 333 3 8 1 2 - - 3 - - - - - 33.3  66.7 - - 100.0 - - - - -
21X1300 Textiles +..een.. 515 7 15 5 2 - - 7 - - - - - 71.5 28.5 - - 100.0 = - - - -
22X1210 Knitting mills .. 193 7 15 7 - - - 7 - - - - 100.0 - - - 100.0 = - - - -
23X1112 Cordage ...oeves.. 74 7 16 6 - = 6 - - - 1 85.7 - - - 85.7 - 14.3 - - 14.3
24X1210 Shoes, and repair 270 10 20 2 7 = 10 - = = - 20.0 70.0 - 10.0 100.0 = - = = =
25X1313 Apparel ......... 695 3 10 3 = - 3 - - - - - 100.0 - - - 100.0 - - - - -
26X1300 Sawmills etc. 540 5 12 4 1 - - 5 - - - - - 80.0 .20.0 = - 100.0 - = - - -
27X1314 Wood and cork ... 644 9 20 9 - - - 9 - - - - - 100.0 - - - 100.0 - - - = -
28X1314 Pulp ceveevnennnn 889 3 10 3 - - - 3 - - - - - 100.0 - - - 100.0 - - - - -
29X1324 Paper sieeeeennn. 737 4 12 3 1 - - 4 - - - - = 75.0  25.0 - - 100.0 - - - - -
30X1134 Wallboards ...... 64 13 24 11 2 - - 13 - - - - - 84.6 15.4 - - 100.0 - - - - -
31X1224 Paper products .. 251 5 14 5 - = = 5 = = = - = 100.0 = = - 100.0 = - = - -
32X0224 Publishing ...... 313 4 8 4 - - - 4 - - - - - 100.0 = - - 100.0 - - - - -
33X0215 Printing ........ 337 5 12 3 2 - - 5 - - - - - 60.0 40.0 - - 100.0 - - - - -
34X1231 Leather ..... ee 116 14 29 11 1 - 14 - - - - - 78.5 7.2 14.3 - 100.0 - - - - -
35X1211 Rubber products . 141 10 21 8 2 - - 10 - - - o 80.0 20.0 - - 100.0 - - - -
36X1225 Fertilizers etc.. 457 9 17 7 2 - - 9 - - - - - 77.8  22.2 - - 100.0 - - - - -
37X1345 Other chemicals . 628 15 31 5 5 1 2 13 1 1 - - 2 33.3  33.3 6.7 13.3 86.6 6.7 6.7 - - 13.4
38X1240 Herring oil ..... 275 5 13 2 1 1 - 4 1 - - - 1 40.0  20.0 20.0 - 80.0 20.0 = - - 20.0
39%X1101 Vegetable oil ... 99 5 12 3 1 - 1 5 - - - - - | 60.0 20.0 - 20.0 100.0 = - - -
40X1210 0il refineries .. 309 8 18 7 1 - - 8 - - - - - 87.5 12.5 - 100.0 - - - - -



Appendix table II (cont.).

Characteristics of

"receiving sectors"

The results for specified inputs

Average Number Total Number of input items Percentage distribution

Sector produe- of number Propor- Linear Linear Propor- Linear Linear s
cod Sector name tion speci- of £op . . > Confir- >’ Independent Rejec- -op . : .  Confir- . > Independent Rejec-

€ Mill fied input tional positive . negative . tional positive mation negative tion,

. ; 1 puts Yo mation, Yo tion, Yo No > B No T 4 tal _
kr. inputs items trend Trend trend Trend total trend Trend trend Trend total trend Trend trend Trend total trend Tren trend rend tota
41X1235 Non-metallic minerals 411 11 21 9 2 - - 11 - - - - - 81.8 18.2 - - 100.0 - - - - -
42X1233 Ferro-alloys ......... 264 7 17 6 1 - - 7 - - - - - 85.7 14.3 - - 100.0 - - - - -
43X1254 Steel works .......... 208 14 26 6 8 - - 14 - - - - - 42.8 57.2 - - 100.0 - - - - -
44X1245 Foundries ....ceeeenns 109 8 19 7 1 - - 8 - - - - - 87.5 12.5 - - 100.0 - - - - =
45X1254 Aluminium works ...... 257 10 19 7 3 - - 10 - - - - - 70.0 30.0 - - 100.0 - - - - -
46X1345 Other metals ......... 606 7 17 5 2 = = 7 = - - - - 71.5 28.5 - - 100.0 - - - - -
47X1012 Non-ferrous foundries. 15 7 14 6 1 - - 7 - - - - - 85.7 14.3 - - 100.0 - - - -
48X1435 Metal products ....... 1 716 8 18 6 1 - - 7 - 1 - - 1 75.0 12.5 - - 87.5 - 12.5 - - 12.5
49X1334 Electrical machinery 70.0 20.0 - - 90.0 - 10.0 - - 10.0
[=1 o tesececne 543 10 21 7 2 - - 9 - 1 - -

50X1335 Shipbuilding ...cvevss 838 9 22 4 4 - 1 9 - - - - 44,5 44.4 - 11.1 100.0 - - - - -
51X1235 Miscellaneous ........ 217 12 24 7 5 = = 12 = = = - - 58.4 41.6 = - 100.0 = - - - -
52X0413 Construction ......... & 170 14 32 5 7 1 - 13 - 1 - - 1 35.7 50.0 7.1 - 92.8 - 7.2 - - 7.2
53X0345 Electricity ..... ceeen 582 1 6 1 - - - 1 - - - - - 100.0 - - - 100.0 - - - - -
54X1024 Gas supply ceeeeeeeess 21 4 11 3 - - - 3 1 - - - 1 75.0 - - - 75.0 25.0 - - - 25.0
55X0415 Trade ..eeeeeeecenenns 5 693 6 13 2 4 - - 6 - - - - - 33.3 66.7 - - 100.0 - - - - -
56X0013 Central bank ......... 19 3 4 1 1 - - 2 1 - - - 1 33.3 33.3 - - 66.7 33.3 - - - 33.3
57X0025 State banks .......... 13 3 4 1 2 - - 3 - - - - - 33.3 66.7 - - 100.0 - - - - -
58X0225 Commercial banks ..... 299 4 6 2 2 = - 4 - - - - - 50.0 50.0 = - 100.0 - - - - -2
59X0125 Life insurance ....... 56 3 5 1 1 - - 2 - 1 - - 1 33.3 33.3 - - 66.7 - 33.3 - - 33.3
60X0215 Non-life insurance .. 200 3 6 3 - - - 3 - - - - - 100.0 - - - 100.0 - - - - -
61X0215 Real estate ....ceenes 252 2 4 1 - - - 1 - 1 - - 1 50.0 - - - 50.0 - 50.0 - - 50.0
62X0305 Dwellings ....... seres 964 2 4 2 - - - 2 - - - - - 100.0 - - - 100.0 - - - - -
63X0435 Ocean transportation . 4 535 3 9 1 1 1 - 3 - - - - - 33.3 33.3 33.3 - 100.0 - - - - -
64X0203 Coastal transportation 307 6 12 2 4 = - 6 - - = - - 33.3 66.7 - - 100.0 - = N - -
65X0214 Port services etc. ... 281 5 8 3 1 - - 4 - 1 - - 1 60.0 20.0 - - 80.0 - 20.0 - - 20.0
66X0204 Railways ..... cesean 440 6 12 2 4 - - 6 - - - - 33.3 66.7 - - 100.0 - - - - -
67X0104 Tramways s.ceoveeescoss 623 3 6 1 1 - - 2 - - 1 - 1 33.3 33.3 - - 66.7 - - 33.3 - 33.3
68%X0315 Transport n.e.c. ..... 668 3 7 1 1 - - 2 - 1 - 1 33.3 33.3 - -  66.7 - 33.3 - - 33.3
69X0255 Air transport ........ 190 4 8 3 1 = = 4 - - - - - 75.0 25.0 = - 100.0 = = = = =
70X0125 Forwarding etc. ...... 98 3 5 2 1 - - 3 - - - - - 66.7 33.3 - - 100.0 - - - - -
71X0215 Communications ....... 389 6 10 5 1 - - 6 - - - - - 83.4 16.6 - - 100.0 - - - - -
72X0235 Education ............ 449 - 3 - - - - - - - - - - - - - - - - - - - -
73%X0315 Health services ...... 559 4 8 4 - - = 4 = = - - - 100.0 - - - 100.0 = = = . -
74X0225 Religious organisations 103 2 4 2 - - - 2 - - - - - 100.0 - - - 100.0 - - - - -
75X0215 Institutions ......... 127 5 8 4 1 - - 5 - - - - - 80.0 20.0 - - 100.0 - - - - -
76X0214 Consultants .......... 232 3 6 1 2 - - 3 - - - - - 33.3 66.7 - - 100.0 - - - - -
77X0215 Recreation ....,..o... 194 5 8 2 3 - - 5 - - - - - 40.0 60.0 - - 100.0 - - - - -
78X0215 Hotels etC. ..ovesvsnen 280 4 6 - 3 - - 3 - - - 1 1 - 75.0 - - 75.0 - - - 25.0 25.0
79X0205 Laundry etc. ......... 148 6 10 1 3 1 1 6 - - - - - 16.7 50.0 16.7 16.6 100.0 - - - - -
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Appendix A

DESCRIPTION OF THE TEST PROGRAM

In this description we shall write the hypotheses:

(0)  y(t) = a+bx () + ex,(t) + dxs(t) + u(t)
(1) y(t) = byx (£) + u (t)

() yle) = b ox (8) + a x (¢) +‘u 5(¢)

(3)  yl(t) = ay + by x (t) + ug (t)

We will also write the additional forms estimated by the regression

program:
(L) y(t) = a4 3 013 1 (t) 013X3(t)
(5)  w(t) = ag, + Doy %y (8) + egyox, (£)

We have written:

v(t) for x, (t)
xl(t) for xJ(t)
xg(t) for t

x3(t),for txj(t)

and we have indexed the coefficients and the residuals with the numbers
of the variables in the regressions, with a 0 for the constant term.
Only the complete regression function with all the variables is written

without subscripts.

We will also write:

= - 1

y = 7 Ey(t)
- _ 1

1 = E’E x, (%)
- _ 1

X2 = 4 z Xz(t)

t
= - 1
X, = = )X x3(t)
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ny = i) - )7

my = § B (x (6)%))

P T 'rll'i(xl(t) - %)°

my = %E(xl(t) - %) (x,(8) - %)
n,, = %chl(x3(t) - %)°

Also, using "hats" (") to indicate estimated variables we will write:

- o 28
2 1 2
So1 ?11'2-5(&01(”)

So13= 73 Elgy5(8)

For the estimated variances of the coefficient estimates. we can write

m. 4% ° n2. m, + X°
» _ 2 _ 1 11 1 1 vyl 11 1
Bst. var. &) = s, % 3% & e
01 11 o, 11
-2 -2
- +
n > 12 m33x1 2m13xlx3 m) Xg
Est. var. 8913 = S = 33 s013(l + = —=—
013 ll 22 T 13

A
Est. var. c = s

Test 1 was a=c=d=0 i.e. y(t) = bxl(t) +u (t)

We need the statistic

D@ ()% - B@e))®

F .
5(8t))° 3
t

3.8

Omitting the time index we will write
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502 - 1
F R
3.8 232

w|oo

The regression program used did not give 2312, so instead we used the

following procedures:

A2 a2 a2 a2
. 8 (Zul - uOl) + (Zuo1 - zu)
3.8 3 232
A2 AD
- Zugy T H 1p30 :
2,8 232 . 5 i.e.
A2
Hop = 2F 41
ZGZ 3 2.8
A2 AD A
o Zup - Moy o (o1 )2
1.10 o2 ) 1 T s
o1 201

' ,
Here F2 8 is the test statistic for testing the hypothesis c=d=0

(in (0)) and F" is the test statistic for testing the hypothesis

1.10
7"
8y = 0 (in (3)). (The last expression for Fl 1p mey be checked by
insertion and illustrates the connection between the "F-statistic" and

a
the "t-statistic" (éOl

), when "k", the number of coefficients to be

tested is 1). %01
Inserting in F3 g Ve have
. . §”Zu01 1 lthul Zu01 . 82 8 Zu01 a4
3.8 3 a2 10 1 A2 38 2 A2
Tu Iu Iu
01
.. 2
= l ' _gl_ E '
=3 (02 g 7 08 G * 3T
01
Expressing Fé 8 by the coefficients of multiple correlation, we have
A2 N /\2 2 2
o ) §.Zu01 za . R - R01
2.8 2 ~2 B 2



98

where
A2
R2 -1 - ?u
n myz
2 !
Rop =1 - &
nmyy
R and RO1 are given by the cpmputer program, and we can consequently
1 o . .
compute F2.8' 301 is also given by the program, whereas 5301 had to be

computed from the formula

™1

32 —_—
01 m ’

R
2 11

ayy 1
where sgl, m 4 and §1 are given by the computer program.
We thus have the elements for calculating F3.8' However, we are
only interested in the critical values for F3.8' Under our assumptions

F3 8 £ 4.07 in 957 of all cases and F3 8 £ 7.59 in 997 of all cases if our

hypothesis a = ¢ = d = 0 is correct. We consequently worked out a

procedure by which we could decide the size of F in relation to the

3‘8
two critical values above in the following way:

First, we tabulated the function
R2 - R2

gt ey 01
2.8 1 - R?

9

or rather

e L 2o,
1‘01‘\1R z(1-RDF, o

For concequtive values of R, from 1,000 to .447 and for the following values
of Fé.sz 1.00, 2.23, 4.46, 5.416, 6.11, 8.65, 10.92 and 11.39. By reading

off R and R01 from the computer program, we could then decide in which

intervall Fé 8 would be.

Further, from the formula for F3 g» We can decide, for any given value of

2
Fé 8 how big 801')2 can be before F

891

3.8 exceeds 4.07, and before it exceeds

7.59.

The results of this testing are indicated by code numbers in the

following way:
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Value of F3.8 Value of FE.B Code number
Fig < 4.07 0
4.07 2 Fy o £7.59 1
4.07 < F, o % 7.59 2
7.59 < Fy g F) g = bbb 6
7.59 < F3.8 4.46 < Fé,g < 8.65 7
7.59 < F3.8 8.65 < Fé.B 8
The reason for differensiating between the Fé.s—values when F3.8 > 7.59
is that we need the Fé.8—va1ues in test 4.
Under our assumptions F3.8 will exceed 4.07 in 1 of 20 cases and

it will exceed 7.59 in 1 of 100 cases if the hypothesis is correct. The
input items with code numbers 6, 7 and 8 were subjected to further testing

of alternative hypotheses.

Test 2 was applied to those input items for which the hypothesis a = e =

d = 0 was rejected, giving a value of F exceeding 7.59, i.e. a value

3.8
which would only be realized 1 time in a hundred if the hypothesis was

correct.

The hypothesis now is a = ¢ = 0 i.e.

y=Db X +d Xg +u

We now need the statistic

ta. - 162

_12-3-1 “M13 T

2.8 2 Zﬁz

F

Here, again the computer program did not give 2313 and we used the follow-

ing formulations

2 2 22
19-3-1 (B8pg — 205,5) + (05,4 - 28T)

2.8 7 2 Zﬁ2

1) Some of these items could be somewhat 1essqthan 4,07,

F



A2 A2
" 12-3-1 Moy T I8 &2
a2 A2 ~
o 12-2-1 i3 T Mo (oL )2
1.9 1 Zﬁz s
013 2013
We have now
A2 ' A2 A2
e o123-1 1 Mois 1201 M3 T o1
2-8 12_2"1 2 Zaz 1 ZAZ
Y013
2 A2
, 112-3-1 Mgy3 ~ 28
2 1 Zﬁz
1562 3
_193 P03, Co3 21 @ 2
2 l—Zﬁz s sc
8 2013
52 a 2
_ll3 | o3 %1 22
2 SZ s 2 s
4013 ¢
Here 2 52 3 .. and g i by the computer progra hereas
S7s S413> 313 AN s, are given by p P gv m, where
52 must be computed from the formula
013
m §2 -2 X X, + m X
2 _ 1.2 ., T3h ™3%1%3 T ™1173
Sa =17 5013t )
013 ™1"33 7 "13
2 - - .
where 5013, mll’ m13, m33, x1 and x3 are given by the computer program.
We thus have the elements for calculating F2 8" Under our
assumptions Fé 8 will exceed 4.46 in 1 of 20 cases and it will exceed

8.65 in 1 of 100 cases if the hypothesis is correct.

We gave a code zipher 0 to those input items for which F2.8 < 4.16,
1 to those with 4.16 < F, 8 < 8.65 and 2 to those with F > 8.65. The
input items with code 2 were then the subjects of further testing of

alternative hypotheses.

Test 3 was applied to those input items for which the hypothesis a =.c = 0
" (as well as a =:c = d = 0) was rejected at the 99 per cent level, i.e.

exceeding 8.65.

giving values of F2.8
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The hypothesis to be tested was

b=c=d4=0 i.e. y=a+u

We need the statistic

A2 A2 .
- Mg - M 130 _ 8 1- (1K) _ 02 R®
3.6 16 3 3 18 318°

R is given by our computer program.

Under our assumptions Fé.8 > 4.07 in 1 of 20 cases and > T7.59 in 1 of
100 cases if the hypothesis is correct, and

F < L4.,07 when R < 0.777

F < 7.59 when R < 0.860

We gave code zipher O to those input items for which R £ 0.TTT,
1 to those for which 0.777 < R £ 0.860 and 2 to those for which R > 0.860.
Since the present null-hypothesis assumes input to be independent of
output, and thus is contrary to the Leontief theory we apply a test level
of 95%, and consider the hypothesis as rejected for inputs for which

R > 0.777. These input items were then subjected to further testing.

Test 4 was applied to those input items for which both the hypotheses
a=c=0(anda=c=d=0)andb=c=d=0 were rejected.
The hypothesis to be tested was

c=d=0 idi.e. y=a+ bxl + u

We need the statistic
a2 A2
P By T M 193
2.8 A2 : 2
Zu

But this statistic was already computed under test 1 and the results
have been identified in the code giving also the results of test 1.

We have: the code number of test 1
is 6 if F. , S L.L6

2.8 ~
7 " L.46 < Fé,g < 8.65
8 " 8.65 < Fé.8

Under our assumptions Fé 8 will exceed 4.46 in 1 of 20 cases and it will
exceed 8.65 in 1 of 100 cases if our hypothesis is correct. The input

items with code number 8 were subjected to further testing.
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Test 5 was applied to those input items for which the hypotheses
a=c=0(anda=c=a=0)andc=4a=0(andb=c=4a=0) were
rejected.

The hypothesis to be tested was

b=4d=0 1i.e. t+u

¥ = ag, * e,

The statistic we need is

A2 A2 2 2
B -
2.8 , 232 2 1 - R2
Our program did not compute ROE’ so it had to be computed from
m
y1
Roa = _
yy©1l
"
On the basis of R and R02 we could decide the size of F2 8*

Under our assumptions F; 8 will exceed 4.46 in 1 of 20 cases and it will

exceed 8.65 in 1 of 100 cases if the hypothesis is correct.
"

We gave code number 0 if L < L4.L6

"

code mumber 1 if L.46 < 2.8 < 8.65

n

. <
and code number 2 if 8.65 F, 8
Since the present hypothesis is contrary to the Leontief theory, we
considered it as rejected if Fg 8> 4.46.

Test 5 was the final test.
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Appendix B. Relationship between the test statistics F3 8 and F2 8 when

one of the hypotheses implies the other.

Let us use the following notations for the residuals:

a(t) is the residual term for year t in the estimate of the full equation
with four coefficients (including the constant,n =3)
1’ = 5 @)

u3(t) is the residual term for year t in the estimate of the equation
with 3 constants set to zeroe(k=3)

A A 2

i, = I (u, (t

‘ L@y (©)

ﬁz(t) is the residual term for year t in the estimate of the equation

with only 2 of the constants set to zeroe, these being two of the

three constants set to zeroe in the computation of 63(t)

A2 A 2
Zu2 = Zt(uz(t))
We must then have
A2 5 on2
(1) Zu3 2 Zuz
Further:
6% - 16°
(2) F =—2___ .8
2-8 ZAZ 2
u
and
762 - 562 6% - 162y + o6l - 56 s
(3) . F =.——3———.—-_— §= 3 2 2 . —
3.8 Zﬁ2 3 Zﬁz 3
A2 A2
2 . . Zu3 Zuz 8 z-F
37°2.8 A2 373 2.8
pXt

Since we know that equality is not excluded in (1), it is also not
excluded in (3). Thus, if we have two critical values, §3 8 and fz 8 such

that for the given probability level, the values are

-— -—9_—
() Fi.8 =10 F2.8

we may happen to find

() Fi.8 <F3.8
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(6) Fr.8” Fas

Using (3), (4), (5) and (6), we have

F,  <F,  <F, .= <2 F,

2F
2.8 3.8 3.8 10 2.8 10 8

wiro

which gives

20 F £30F < 27 F2

2.8 3.8 8

which need not be inconsistent.
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