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1. Introduction

In practical work the effect of non-response is an important problem,

which has received considerable attention in the sampling literature. The

problem is often partitioned into two subproblems: What can be done to

reduce non-response? And: What can be done to reduce the effects of

non-response after the collection of data has been finished?

In this note we shall study one way of reducing the bias due to

non-response. This method is widely recommended and used by researchers,

and consists of weighting subclass means in the sample to account for
-

different response rates in the subclasses..1 3. Dn 558-55(41 r4-L	 It	 s

pp. 233-234], [5; pp. 350-3511, DE, p.
It is generally accepted that this method reduces the bias when

each subclass is homogeneous and there is some difference between the sub-

class means in the population. We shall spell out the method in some

detail to find the conditions under which the bias is reduced by weighting.

We shall also find an upper bound for this reduction of the bias, and shall

show that the bound can be estimated from the sample. Two examples are Riven

to illustrate the results.

In this note, non-response is taken as the only cause of missing

observations in the sample. Another situation in which weighting is often

used occurs when the sampling frame does not include all units in the target

population. The effect of weighting subclasses for different coverage rates

in this case could be studied by the same methods as those used in the present

note.

Resolution of the bias due to non-r,sponse

Assume that our aim is to estimate the population mean o a variable

say 	 To do this we select a simple random sample of size n from the

population. If measurement is obtained from all selected units it :7_s known

that the sample mean is a "good" estimate of Y. Usually measurement is

not obtained from all selected units and we shall therefore study the bias

of the sample mean in this case, and compare it with that of a weighted

mean defined below.

We shall decompose the bias of the sample mean into two components.

The first component arises from the fact that different groups in the

population have different response rates. The second component is due to

the biasing effect of non-response within each group.
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Assume that the population is partitioned into L subclasses before

observation of the sample. We think of each subclass as divided into two

"strata" as suggested by Cochran El,p 3561. The first "stratum", often

called the response stratum, consists of all units from which measurement will

be obtained if the unit happens to fall in the sample. The second "stratum",

often called the non-response stratum, consists of all units from which no

measurement will be obtained even in this case. We shall denote by Nil the

number of units in the response stratum in subclass i, and by N42 the .

number of units in the non-response stratum. As N
il 

and N ,.2 are unknown

	

is. 	 A

before observation the response and non-response strata are not strata in

the usual sense. We shall however stick to this terminology as it is used

throughout the sampling literature. For a futher discussion of Cochran's

non-response model the reader is referred to Eki.

Dencte , W. = (N +N. LIN .7: N./N, where N = EN., and N. is the1 	 il 12
	number, of units in subclass i. Let h. = N IN 	 and 	 = EW.h.. We shall

call h.
1 the population response rate of subclass i, and h the population

response rate.

Then

	= 
i:1

Wi pliY i L141-h 4 ) 	 where if- ' and " are the
	- 	 i -

population means in subclass i of the response stratum and the non

response stratum respectively. We select a simple random sample of size n

from the whole population. When the field work is completed, we have a

simple random sample from the L response strata, but the sample size is a

stochastic variable, S'. The sample size of subclass i we shall denote

S!. Throughout this note we shall use the approximations P(S'>0) =

P(S.>0) = I (° =1
Let y denote the sample mean. Then it is known that using the

approximation P(S'>0) = 1, we have

7

E(y;) = F. N
11 Y i si E Nil 	 E h.W..)7.7:1;,i=1 	 1=1 	 1=1

and it follows that

iL
(1) E( ."-f) 	 - E Y 'W.(h.-h) I- E W.(1-h.)(Y t -Y ")hi=1 i I a.
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Denote

(1/E)E17 .'W.(h.4;) = B, and

= A.

Then (1) simplifies to

ET5194;44 = B A.

In (1) the bias of y is partitioned into two components. The first

component, B, is large when the h, vary a lot among large subclasses ;

added variability in h1 through many strata will not greatly change B,

because of their smaller contributions through Wi . We shall call B the

bias due to different response rates. As one would except B is zero if

Y.' is the same for all i.

We shall now introduce another estimate of

v11 	 EW.y., where-.1

y. is the sample mean of subclass i. Using the approximation

P(S!>0)-7-1.itisknownthatE(i-i.)=.', and therefore

(2) E(yu -Ç7 ) = E	 = A.
i=1 1

From (1) and (2) it follows that if W is known, weighting

se/"VestorenWeB,andeasoactsaspost-stratification.IfltLis not

known, we use the estimat=-.

Yu (S ./n) y., where
i=1 

i 	 1

S. is the number of units selected from subclass i, It follows from
.. x 	..

lemma 1 in the appendix, that E(yu ) = E() -2 A when we use the approxi-

mation P(S.>0)---: 1 (i - 1,9, — ,L). It is known, however, that the variancei
of 

;;12

x	 _.,
maybeconsiderablelargerthanthatof y unlessS.isu	 i

reasonable large, D.p 560]. One should therefore avoid fine divisions of the
3 -

sample if W
i
. is unknown.

To determine which of the estimates, y
iw 

or y
u 

, has the smaller

bias we compare 1B+A1 with IAI, and find the following rules:
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(i) If B and A have the same signs, the bias is never
increased by weighting.

(ii) If the two components have different signs ? the bias is
reduced by weighting if and only if 21Al<IB!

(iii) If (i) or (iii) is fullfilled, we have ilafAl-lAli<IBI

Remarks (i) and (ii) give the conditions under which the bias is re-

duced by weighting, and remark (iii) gives an upper bound for the

reduction.

In the appendix is shmln that

A
B 	 [3',/nj -Y;i(S./n)Wit-S t in) I

is an unbiased estimate of B.

It should be emphasized that (1) and () give the bias for a given

partitioning o:t the sample, and that one can shift part of the bias between

B and A by choice of subclasses. A question of interest is whether it is

possible to find a partioning that maximizes B before weighting. In

section 4 below we shall find a solution to this problem in the cases where

h. = otV

Two examples will illustrate our results.

Example 1: Norwean Survey of Ex enditures 1967, 1 63 , LQ1.
The sample has been portioned into subclasses, viz., single member

households, and all other households. The reason for choosing this

partitioning is that the differences between response rates and group means

are both fairly large for this grouping, as is seen from table 1.

Table  

Single Member Household

0.174

0.571

2.436

Households with two or
more members

Relative size o_
subclass 0.826  

Response rate

Mean expenditure
for food, Nr,Kr.

0.826

6.971

The component due to differential response rates is estimated by .46'

to be about Nr. kr. 215. The absolute value of the bias of the weighted mean

is then smaller than that of the unweighted mean if A>-108.

In 501 the standard error of the overall mean expenditure is given to
he Nr. kr. 46.7. This is assuming a design effect of 1.
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	Example 2: Norwegian Election Survey  1969 	
5

[7. pp. 215-2161
-•, 	„.......-- 

The sample is partitioned into two subclasses: Persons aged 20-24

years, and persons aged 25-75 years.

Table 2:

Persons age- 	 Persons aged
20-24
	

25.-75

Relative size of subclass 	 0.10
	

0.90

Response rate 	 0.86
	

0.90

Rate of Voting 	 0.81
	

0.89

The bias cue to differential response rates is estimated to he

0.00032.

In [5 ; 215-2191,it is shown that one should except A to be positive.

It follows that weighting reduces the absolute value of the bias. The

reduction, however, seems to be negligible.

A continuation of examples 1 and 0 will demonstrate how the size

of trie first component, B in (1),

subclasses.

varies with the number and sizes of

Examnle 1 (cont.)

When the sample is partioned into three subclasses, the result is as

given in Table 3.

Table 3:

,,Ingle Member Two Member Household- With Three
Household, 	 Households 	 or More Members

Relative size of subclass 0.174

0.571

2.437 

0.261

0.742

5.051

0.565  

Response rate   0.865  

Mean expenditure on Food 7.908  

We find that the estimate, g, of the component B Nr.kr. 296, which is a

substantial increase over the estimate obtained for two subclasses. Wh,--na

the sample is partitioned into four subclasses, the result is as given in

table 4.



'able 4:         

Households with
Three er ,:our
Members   

One Member Two Member
Households Households

Households with
More than Four
Mambers      —_—__--__—

0.390    
Relative size of 

0.174

0.571

2.437

0.261 0.175

0.897

9.626  

subclasses    

Response rate 0.742 0.854

7.137    
Mean Expenditure
on Food         

The bias due to differential response rates is estimated by i

to be Nr. kr. 326, which is a small increase over that given by using only

three subclasses. If one introduces more subclasses and calculates 15,

one will find very little difference from using four subclasses.

When the data from this survey were published about 30 sub-

classes were used in the weighting procedure. For this partitioning g 3 10.

D; pp. 161

Example 2 (cont.)

In this example A varies little with the number and construction

of subclasses.

In table 5 is given a partitioning of the sample, that is different'

from the one used in example 2 above.

Table 5:

Persons
	

Persons
Aged 20-29
	

Aged 30-75

Relative size of subclass 	 0.18
	

0.82

Response rate 	 0.82
	

0.87

Voting Rate 	 0.91
	

0.90

In this case we find that the component due to differential response rates

is 0.00045 which iš slightly larger than with the first partitioning of the

sample. Still it seems to be negligible.

4. On the effect of the choice 	 subclasses when hi 17.° 2

We shall study a little futher how B varies with the choice of

subclasses before weighting.
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B

In tables 1, 3, and 4 we observe a rather simple relationship between

the samp e means and the sample response _rates. This suggests that it

wouldizeusefultostudyBasscheetla.=aY i y i- i3 for any partitioning

of the sample using "size of household" ás the partitioning -vr -Table. We

shall rewrite ß as P 	 (1/171)W.(h-171)(17./-t), and inset h.
1

This gives

3oth a anct n are independent or the partitionina, and 2,-14.(Y 1 1 -Y') 2 is

known from the analysis of variance as the variance between the group means

Y •J_
considerable attention. As the sum of the variance within. and the variance

between the subclasses is equal to the total variance, which is independent

of the iDartitionin,, we can state the following results from this literature:

i) Several good, practical procedures have been developed to
choo ,,3,3 the subclasses, for given L, such that
rT„T 	 t 	 t- 2	Is maximize. 	 1 1; -DD. 12833],

(4i) zw (7 7,2)7- 7) 4•;
	 is an increasing function of L, but a partitio-

fling into Elope than 4-8 subclasses gives a relatively small
r- 	n	 ,increase il; pp. 133 	 7

2
71

-35 	 ,,.

Also the variance of
	

4 s affected by the choice of subclasses before

weightin g. A reasonable partitioning is the one that maximizes B and.

slialltallo ,es the variance of 7;7; . When lg. is known (i :-. i,2,.
- u 	 i

the	 pai„itionin	 isthat minimizes the variance also maximizes B, which-

sean in the following way:

When
	

is known (i 	 1,2, — T) weighting serves as post-

stratific.--ation, and when 	 .= l,2, ,L) is of reasonable size, 	 20,
+., , . _ - 	

0	
- u 	 -is app 	 , 	 , , 	 i	rox	 fimately ,

	

„, 	 - where V.
2

variance in the response stratum in subclass i. We have that the partitioning
2 	 ,

that minimizes 	 W.V: also maximizes EW i (7i '-Y ) 4 	B, because , the sum of
a_ a,

the two terms is constant independent of the choice of subclasses.
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We sha:,L.1 Drave that Ef=B when we use the approximations

P(S'>0) = P(S:>0) = 1. The following two lemmas are helpful.

Lemma 1

..
.	 Let v . be defined as the sample mean of subclass i, 1

S. , and zero otherwise. Then we havei

S .
N

E[-2 j	 .	
.

Y 	i2	 'P(S =0)------
N-N

Proof:

Let	 0(x) =O or 1 as x = 0 or x 0, and define

S. = S.-S!. Then.1 	 a.

il
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t S ?-11*

N
71.2

•• 	
.
ïL 

S )1Io

,̀,,7	 7,t
I.	 •

2 	
P(S'. =0)1I 	 -I

ri 

Lemma f.)

Define St/S' as the proportion Of the sample from subclass i if

S >0 and zero otherwise . Then we have

.
1 •••••

S	 I ,
.	 Td.

N, 	 r,
v y1 ì	- 	 q I

E)E 	 YID( S 	 )	.1 -7	 "4..
>

1,,.P(SI>0)/g

rout lemma -1 an o_ 	 ,

> 0 )	 WQ find that

r
	 c,

	 S

id by the approximations P(S >0 ) =

.

)}
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