


1. Introduction

In practical work the effect of non-response is an important problem,
which has received considerable attention in the sampling literature. The
problem is often partitioned into twe subproblems: What can be done to
reduce non-response? And: What can be done to reduce the effects of
non-response after the collection of data has been finished?

In this note we shall study one way of reducing the bias due to
non-response. This method is widely recommended and used by researchers,
and consists of weighting subclass means in the sample to account for
different response rates in the subclasses. }5; DD . 558~55§3, [ﬁ;
pp. 233-234], {53 pp. 350-351), [B; p. 4].

It is gensrally accepted that this method reduces the bias when
each subclass is homogeneous and there is some difference between the sub-
class means in the population. We shall spell out the method in some
detail to find the conditions under which the bias is reduced by weighting.
We shall also find an upper bound for this reduction of the bias, and shall
show that the bound can be estimated from the sample. Two examples are given
to illustrate the results.

In this note, non-response is taken as the only cause of missing
observations in the sample. Another situation in which weighting is often
used occurs when the sampling frame does not include all units in the target
pepulation. The effect of weighting subclasses for different coverage rates
in this case could be studied by the same methods as those used in the present

note.

2. Resolution of the bias due to non-response

Assume that our aim is to estimate the population mean of a variable,
say Y. To do this we select a simple random sample of size n from the
population. If measurement is obtained from all selected units it is known
that the sample mean is a "good" estimate of Y. Usually measurement is
not obtained from all selected units, and we shall therefore study the bias
of the sample mean in this case, and compare it with that of a weighted
mean defined below.

We shall decompose the bias of the sample mean into two components.
The first component arises from the fact that different groups in the
population have different response rates. The second component is due to

the biasing effect of non-rasponse within each group.
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Assume that the population is partitioned into L subclasses before
observation cof the sample. We think of each subclass as divided into two
"strata" as suggested by Cochran {;.p 355}~ The first "stratum", often

L]
called the response stratum, consists of all units from which measurement will
be obtained if the unit happens to fall in the sample. The second "stratum",
often called the non-response stratum, consists of all units from which no
measurement will be obtained even in this case. We shall denote by Nil the
number of units in the response stratum in subclass 1, and by N42 the
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number of units in the non-response stratum. As N*l and N,, are unknown
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before observation the response and non-response strata are not strata in

s used
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the usual sense. We shall however stick to this terminology as it
throughout the sampling literature. For a futher discussion of Cochran's
non-response model the reader is referred to Bﬂ.
Denote W. = (N..+N,_ )/N = N./N, where N = IN,, and N, is the
i il i2 i i

number of units in subclass i. Let hi = Nil/Ni’ and h = £W.h.. We shall
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call hi the population response rate of subclass i, and h the population

response rate.

Then

W[ ¥, "+(1-h,) .07, where ¥;' and Y,'' are the
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population means in subclass i of the response stratum and the non-
response stratum respectively. We select a simple random sample of size n
from the whole population. When the field work is completed, we have 2
simple random sample from the L response strata, but the sample size is a
stochastic variable, S'. The sample size of subclass 1 we shall denocte
Si.' Throughout this note we shall use the approximations P(S'>0) =
P(5;>0) =1 (i =1,2,"7,L).

Let y denote the sample mean. Then it is known that using the

approximation P{S$'>C) = 1, we have

L L L

E = TN, Y. N, o= 1
E(y) = R NilYi / sy .Z hiWiYi /h,

i=1 izl i=1

and it follows that
) 1L L _
E(y-¥) = 7 £ ¥.'W.(h,-h W.(1-h, )(Y.'-Y."!

(1) E(y-Y) hi§1 i ?l(hi h) +i§’ 1( hl)(Yl 3 )
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(1/5)2Yi'wi(hi—ﬁ) = B, and

il
=

W, (1-h, )(T,'-Y.'")
4 1 2 1

Then (1) simplifies to

Elg‘-V) B4 = BeA.

In (1) the bias of y is partitioned into two components. The first
component, B, is large when the h, vary a lot among large subclasces;
added variability in hi through &any strata will not greatly change B,
because of their smaller contributions through Wi. We shall call B the
bias due to different response rates. As one would except B is zerc if
?i' is the same for all 1i.

We shall now introduce another estimate of Y,

= IW,y,, where
Y Y12
vi is the sample mean of subclass i. Using the approximation

P(S£>O) = 1 it is known that B(§i) = §i" and therefore

g Uy = 5 - (V TV 11y} =
(2) E(yu Y) i,lni(l hi)\Yi Y.t = A

Hoo~ e

From (1) and (2) it follows that if W, is known, weighting
o
serves to remove B, and also acts as post-stratification. If Wi is not

known, we use the estimate

«
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(8./n) y., where
1t +

it
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Si is the number of units selected from subclass i, It fcllows from

lemma 1 in the appendix, that E(§ux) = E(§u) = A when we use the approxi-
mation P(Si>0) =1 (i=1,2,"",L). It is known, however, that the variance
of §ux may be considerable larger than that of §u unless Si is
reasonable large, {ﬁ,p 56@}. One should therefore avoid fine divisions of the
sample if Wi is uninoWn.

To determine which of the estimates, Vg OF y;‘, has the smaller

bias we compare |B+A| with [A|, and find the following rules:



(i) If B and A have the same signs, the bias is never
increased by weighting.

(ii) If the two compenents have different signs, the bias is
reduced by weighting if and only if 2}A|<|Bl

(iii) If (i) or (iii) is fullfilled, we have ||B+a!-|a|[<|B].

Remarks (i) and (ii) give the conditions under which the bias is re-
duced by weighting, and remerk (iii) gives an upper bound for the
reduction.

In the appendix is shown that

B = [3'/n] _liﬂ?i(si/n)(si/f-s'/n) V2%

is an unbiased estimate of B.

It should be emphasized that (1) and (2) give the bias for a given
partitioning of the sample, and that one can shift part of the bias between
B and A by choice of subclasses. A question of interest is whether it is
possible to find a partioning that maximizes B before weighting. In

section 4 below we shall find a solution to this prcblem in the cases where

h, = of.'+8.
i i 8

Two examples will illustrate our results.

3. Examples

Example 1: Norwegian Survey of Expenditures 1967, [E], [}ﬂ.

The sample has been partioned into subclasses, viz., single member
households, and all other households. The reason for choosing this
partitioning is that the differences betwsen response rates and group means

are both fairly large for this grouping, as is seen from table 1.

Table 1:

Households with two or

ingle Membe usehold
Single Member Household more members

Relative size of

171 0.825
Subclass 0.174 °
Responge rate 0.571 0.826
M 1+13

Mean expenditure 7436 6.971

for food, Nr,Kr.

The component due to differential response rates is estimated by B
to be about Nr. kr. 215. The absoluts value of the bias of the weighted mean
is then smaller than that of the unweighted mean if A;:lOB.

In‘{ga the standard error of the overall mean expenditure is given to

be Nr. kr. 46.7. This is assuming a design effect of 1.



Example 2: Norwegian Election Survey 1969, [?; PP. 215-21§1

-

The sample is partitioned into two subclasses: Persons aged 20-24

years, and persons aged 25-75 years.

Table 2:
Perscns aged Parsons aged
20-24 25-75
Relative size of subclass 0.10 0.90
Respense rate 0.8 0.90
Rate of Voting 0.81 0.89

The bias due to differential response rates is estimated to be
0.00032.

In {E; 215»213],it is shown that one should zsxcept A to be positive.
It follows that weighting reduces the absolute value of the bias. The
reduction, however, seems to be negligible.

A continuation of examples 1 and 2 will demonstrate how the size
of tne first component, B in (1), varies with the number and sizes of

subclasses.

Example 1 €cont.)

When the sample is partioned into three subclasses, the result is as

given in Table 3.

Table 3:
Single Member  Two Member  Households With Three
Households Households cr More Members
Relative size of subclass 0.17u 0.261 0.565
Response rate . 0.571 0.7u2 0.865
Mean expenditure on Food 2.437 5.051 7.908

We find that the estimate, B, of the component B Nr.kr. 296, which is a
substantial increase over the estimate obtained for two subclasses. When
the sample is partitioned into four subclasses, the result is as given in
table 4.
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. Households wi olds with
Cne Member Two Membher hnolds th Households wi

Three cr Four More than Four

jouse 3 H ]

Households ouseholds Members Mambers
Relative size of

[

crbolassen 0.174 0.261 0.390 0.175
Response rate 0.571 0.742 0.85u 0.897
Mean Ex itur
Mean Expenditure  , 49 5.051 7.137 3.626

on Food

A

The bias due to differential response rates is estimated by B
to be Nr. kr. 326, which is a small increase over that given by using‘only
three subclasses. If one intrcduces more subclasses and calculates é,
one will find very little difference from using four subclasses.

When the data from this survey were published about 30 sub-

classes were used in the weighting procedure. For this partitioning B = 310.
{?; PP- li}

Example 2 (cont.)

A

In this example B varies little with the number and construction
of subclasses.
In table 5 is given a partitioning of the sample, that is different

from the one used in example 2 above.

Table 5:
Persons Persons
Aged 20-29 Aged 30-75
Relative size of subclass 0.18 0.82
Response rate 0.82 0.87
Voting Rate 0.91 0.90

In this case we find that the component due to differential response rates
is 0.00045 which is slightly larger than with the first partitioning of the

sample. Still it seems to be negligible.

4. On the effect of the choice of subclasses when h, = aY, '+8.
B

We shall study a little futher how B varies with the choice of

subclasses before weighting.



, and 4 we observe & rather simple relationship between

L 2
B = Z W.{Y."-¥")"/h
121 i3

. . T . ; P D ey T 4 TeN2
Both o and b are independent of the partitioning, and ZN;(Xi'—Y') is
S

P
known from the analvsis of variance as the variance between the group means
Yi'. In sampling literature the variance within the subclasses has received
considerable attention. As the sum of the variance within and the variance

between the subclassez is equa

=
[as

o the total variance, which is independent

of the partitioning, we can state the following results from this literature:

(i) Several good, practical procedures have been developed to
choose the subclasses, for given L, such that
o (V1 T13e s < - -
WL (Y, -7t is maximized. 13 pp. 128~33j, 2

. avr £ 7 < . . _ PR
(ii) EW, (Y,'-Y")® 4is an increasing function of L, but a partitio-
- L

ning into more than 4-8 subclasses gives a relatively small
increase [1; pp. 133-35:, [2].

Also the variance of Yy is affected by the choice of subclasses before
weighting. A reasonable partitioning is the one that maximizes B and
simultanously i TTLL)

v minimizes the variznce of vy . When Wi is known (i = 1,2,
the partitioning that minimizes the variance also maximizes B, which is
e following way:

When Wi is known (i = 1,2,°°,L) weighting serves as post-

stratification, and when Si(i = 1,2, ',L) is of reasonable size, say > 20,
, . - . . S . 2 . .
the variancs of v, s aporoximately ;yzw:vi, where Vi is the population

. Ped L
variance In the response stratum in subclass 1.

We have that the partitioning
[}

- 73 NL
alzo maximizes IW, xf =Y} = B, because the sum of
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of the choice of subclasses.
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Part of this work was done while the author was on leave of absence
at Institute for Social Research, Ann Arbor, Michigan. I am grateful to a
nunber of friends and colleages at that institute, and in particular to

professor G. K

I

lton, University of Southhampton, and Mr. S. Wahlstrgm, Swedish



Natiocnal Central Bureau of Statistics, for helpful suggestions. The note
was finished after my return to the Central Bureau of Statistics of Norway,
where I received helpful suggestions from Mr. 0.J. Skaugen and Dr. J.M. Hoem,

who also improved the proof of lemmz 1 in the appendix.
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We shall prove that EB=B when we use the approximations

F(S'>0) = P(Si>0) = 1. The following two lemmas are helpful.

Let y; be defined as the sample mean of subclass 1 1f

S£>O, and zero cotherwise. Then we have

S,
E[ =y, ] =W, ¥, 7~ 12 Y. 'B(S

Let 6O(x) =0 or 1 as x =0 or x # 0, and define
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