


SUBSTITUTION AND COMPLEMENTARITY
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ON INPUT-OUTPUT RATIOS

I. Causes of substitution and complementarity effects

The basic hypothesis in traditional input-output analysis is that
input-output coefficients, i.e. the ratios of inputs from other sectors to
total output in a given sector of production are constant and independent of
the given sector's level of output. This is supposed to be the case when
both inputs and outputs are measured in quantity units, usually in values at
constant prices. This hypothesis also implies that there is no substitution
between inputs originating from different producing scctors or from different
groups of producing sectors.

In a study of the dispersion and the possible existence of trends in
time series of input-output ratiocs for Norwegian sectors of production for the
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years 1949-60 in a 89 industry specification -’ the standard computer pro-

e

gram which was used also gave, as a by-product, the correlation coefficients
between sets of input-output ratios for individual production sectors. The
program could give correlation matrices for sets of up to twelve variables.
Tnree of these variable positions were required for other variables in the
study, and it was thus possible to include up to nine input-output ratios in
each set. Since there were generally more than 9 input-output coefficients for
each sector (Some of these werc aggregates of others), the total set of input-
output ratios for a sector had to be broken down into sets of no more than
9 ratios in zach, and a complete covrrelation matrix for all input-output
ratios of a scctor was not obtained. Only certain blocks of such matrices
were available, but these were then uscd to study some aspects of substitution
and complementarity between inputs.

There arc several possible causes for substitution effects - charac-
terised by numerically high negative cocfficients of correlation between
input ratios - and complementarity - characterised by high positive coeffici-
ents of correlation between input ratios. The same mechanisms can give rise

to both substitution and complementarity effects:

1) Sce Per Sevaldson: “'The Stability of Input-Output Coefficicnts". Working
papers from the Central Burcau of Statistics of Norway. IO 67/9, Oslo 1967.
Mimeographed, also to appear in: '"Proccedings of the Fourth International

Conference on Input-Output Techniques™ Ld.s. Carter and Brody. Forthcoming.



a)

i)

ii)

b)

c)

d)

Substitution proper: the use of one or more inputs is reduced in

relation to the volume of production and this is compensated for by
a relative expansion in the use of one or more other inputs, with no
changes in product mix. The direction of change is reversible, and

is determined by price fluctuations. One could distinguish between

"Input substitution®, where only 2 (possibly three) inputs are
involved and
"Process substitution', where a greater number of inputs are involved,

indicating more fundamental changes in the production process.

Technological change: the use of one or more inputs is gradually
reduced in relation to the volume of production and this is compen-
sated for by a gradual relative expansion in the use of one or more
other inputs, with no change in product mix. The direction of change
is given. Technological change will not necessarily have to be
gradual, but can also take effect as sudden, ineversible changes in

input ratios.

Changes in production volume: For inputs which are not fixed pro-
portions of output, the input ratois will change with the volume
of production. If the inputs are (completely) determined by the volume
of production, and if the elasticity of some inputs with respect to
production are less than one and of others greater than one, there
will be negative correlation between input ratios from these

two groups, and there will be positive correlation between input
ratios which all have elasticity greater than one or all smaller

Changes in technology mix: Different establishments may use different

technologies for production of the same output. Changes in the relative

importance of the different technologies in total production, e.g.
with the total volume of production may imply correlated expansions in
the use of some inputs and reductions in the use of others in relation

to the total volume of production.

Changes in product mix: When we have complex product mixes - as we
must have in most sectors in an industry specification of only

89 sectors - the technologies for different products may be quite



different, and changes in composition of the combined product may
imply relative cxpansion in the use of some and contraction in the

use of other inputs.

f) Specification changes: With gradual changes, e.g. improvements, in
the statistical rdgistration process, inputs, which were formerly
classified under one delivering sector (c.g. Unspecified) may be more

and more extensively classificd under other deleviring sectors.

From the point of view of input-output analysis we are particularly
interested in the stability of the input-output structure in relation to
price fluctuations, that is in the extent of “substitution proper’.

We could formalize the preceding arguments in the following way,

which may clarify some of the points.

Leat

xij(t) be the quantity (measured in physical units or in value at constant
prices) of input of type i (c.g. products from sector i) used by
sector j in period t, and

x.(t)  the production in sector j in period t measured in value at

s
1

constant prices.

We have obscrvations for t+ = 1, 2., ..., T.
Xi*(t)
aij(t) Sl zt‘ is then the input-output ratio or coefficient.
7/

(1) a..(t) = a + u,.(t)
Sy ij
where
aij is a constant and
uij(t) 1s a random disturbance which we assume to have expected value 0,

to have limited variasbility and to be stochastically independent

of other disturbances, i.e. for variations in 1, j and t.

This hypothesis may then be confronted with alternative hypotheses
about systematic changes in the aij(t)~coefficient°.

A1l such alternative hypotheses, if we have to accept one of them,
will imply the rejection of the basic hypothesis, but they will not all

give us the same problems in trying to amend the basic model.
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One alternative hypothesis is that of a production function of the
classical type, where input proportions can be adjusted continuously in
response to price fluctuations. If only two inputs were involved,
would have what we previously termed “input substitution’ and we would
expect to observe that the input ratio of one input would increase when
the other decreased and vice versa, giving o negative correlation between
the two, (at least if the production function is supposed to be homogeneous
or nearly homogencous of degree ono).

' If more than two inputs woere involved, the relative movements of
pairs of input ratios in respons to general price changes would not
necessarily be closely correlated when we congider this general model.

But we may consider a model whore the concept of substitutability is given

a more narrow definition, namely as the possibility of expanding the relative
proportions of one group of inputs as a compensation for reductions in

another group and vice versa.

may , (but need not), be more than

one input in each group. If this model represented the structure in our
production sectors, we would observe positive correlations between input
ratios within the same group and negative covrelations between input ratios
belonging to different groups. A model like this is in a way a generalisa-
tion of the two input-substitution model, and is probably what many people
have in mind when they talk of substitutability in relation to Leontief
models. This model would give numcrically high correlations between

pairs of input-output ratios, whercas the general, continuous substitution
model need not do so.

However, one must be quite careful here: If we think of a grouwp
of more than two inputs as mutually substitutable (e.g. electricity, fuel
0il and coal as sources of encrgy), we are not assured of correlations
between pairs of input-output ratics within the group: any two ratios may
move in the same or in opposite directions, depending on the movements in
the remaining ratio(s) in the group.

Apart from the cases where one group of inputs can simply serve
as substitutes for another group, without causing substantial changes in
other characteristics of a given preduction process, the "'substitutability-
model™ will be appropriate in the following situation: Suppose there are
two available production processes for the output of a sector, each
characterized by a set of fixed input-output ratios. Suppose also that
conditions in the industry, for instance regarding fixz=d capital structure,

are such that both processes are used simultaneously, but that their



proportions depend on price
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the average input-output
ratios will be veighted averages of the ratios in each process, and the
weight in each period will be the same for all imput-output ratios in

the same process. (onseg
I 1

ratios will change “in step™:

Let dgj, u}j be constant terms in the input ratios for process
i <
1 and ﬁij” Byﬁ be the corresponding terms for process 2, and let W be

produced by process 1 in period t.

the proporticn of toctal production
Let Vij(t) and vkj(t) be random disturbances terms, which are serially
and mutually independent, as well zs independent of the weights, Wos

so that we have

! : = 1-v R 7L (t
(1) 3ij(t) Nt&ij + ( qt) <) J + \13 )
(2%) a . { = c - /

Kj\t) W a, (1-w_) L‘ ’ (t)

We willl then have

_ 1 j 2
ca(a () = (o, -0 d(a . -B ) = 2w = L
covar alj( ) kj(L) (xlj ’1J'(ij pkj) T t_x 7 twt)

+ (o, .~B. )%Z(<n1+-%;iw1_)(w'k ()=Lv,_ (£))
e £
1 1 1
+ -6 )T (w —=fw v, .(t))
(o R ) o (6) £ 25

+E(v. (0) - v, SNy, (o) - v, (1))
t .LJ lt 4. lt J(j

Under our assumptions the three last addends will tend to disappear,
and the covariance will be dominated by the first term on the right of the
equality sign. If the first two differences in this term have the same
sign, the convenlance may be expected to be positive and it may be expected
to be negative if thesc differences have opposite signs.

The situation with alternative production processes, cach with fixed
input-output ratios, is not so alien to input-output analysis as one might
expect: If the outputs from the processes are distinguishable, there is
a case for breaking up the industry into sub-industries, containing one
process each, and thus again achieving a situation with stable input-output
ratios. If the products are not distinguishable, we have a case for
extending the simple input-output model to a model which allows the choice

between alternatives processcs in one or more industries. The case can be



analytically handled by linear programming technigues, but the data
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problems will be more comgp
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P han in ordinary input-output-analysis.
If we have to conclude that imput-output ratios fluctuate in

response to changes in priceas

other reasons than the coexistence of
alternative processes, much of the advantages of the simple input-output-
theory will be lost. It is thercfore important to try to ascertain the
extent and the nature of the varicus forms of substitution.

Unfortunately, the type of substitutability which causes high

correlations between pairs of input-output ratics is not the only cause

of such correlations:
We have indicated several causes under the points 2) to e) above:
Points b) and f), gradual changes in technology or specifications will

give ratios of the form

(2) (t) N.. o+ Y..t o+ ul(t)
lJ ij 1]

and empirical covariances between such ratios will, with the usual

assumptions zbout the disturbancces be

1 T , T T
=ala, () -z a.te)la (-7 £ 2 .{t)) =
[t=l 13 Tizg 23 ' k3 T -1 k3
T T
1. -.2 1 . !
. = t- Y. Lo (-t . - .
Yinkj T * (t-t)" + Yi:7 2 (t-t)(uy . (1) U s )

Here the first term must be expected to dominate under our
assumptions and the correlation will be positive or negative, depending on
whether Yij and ij have equal or oprosite signs.

ere we can still use traditional Leontief input-output analysis,
if we can estimate the aij(t for instance on the basis of cstimates of the

constants aij and Y’j’ cr even, - 1f the Y.. arc not too big - on the basis
i ‘ 1j

of observations of 1ij(t—6)3whcn 9 can be made small enough.

Points d) and ¢), changes in technology mix and in product mix,
will have effects similar to the effeccts of two coexisting and different
processes for the same output, when therc arc only twe technologies or two

products. The only difference is that the changes are now not brought

T
= 7 T P S S = 5 .l (e - oLt 1 -
ijT J_L (t-t)(u.."{t) .. )+ (u.."(t) uij )(ukj (t) Uk

9



about as direct responses to in prices. If the changes are monotonic

and gradual over time, thesc cases willl be no different from points b)
f) and can be handled in the same way. If the changes are reversible and
depending on the level of total production, these cases are similar to point

c) which will be dealt with sul asntly.

With more than two alternative processes, and when none of the above
explanations of shifting proportions between the processes are relevant,
the situation becomes more complex. Obviously, changes in product mix can

1

be handled by breadking up the

industry into separate sub-industries if

we can obtain a sufficiently detailed breakdown of demand.
Point c¢), changes in production velume when there are non-proportional

inputs, will imply relationships of the form

(3%) X(t) = 63_ + o, .x.(t) + u, (1= (t)
1] 1] l 3 J

where we assume that the disturbance term w, (1) Yj(f) is proportional to

=5
L3
output, with the usual assumptions made for u, ().

We will then have

3 a., . ( = Q.. -———l— w, . ()
(3) i t) alj + élj X%(t) + ‘13 (t)
and
1 1 1 1 2
covar, a..{(t)a, .(t) = §,.8 . - L{—= - =L - ;
13 (D500 = 05565 AN S N )t

terms with either averages or covariances of disturbances, which wunder

our assumptions must be expected to tend to vanish.
Here again, ordinary input-output analysis is applicable if we can

. o variance

estimate the cocefficients ijand éiP and if thu./of
We have seen that substitution in response t©

o
P
u!.(t) is not too great.
15
ce fluctuations
can take varying forms. Some of these - we have termed them input
substitution”™ - have the effect of causing negative or positive correlations
between pairs of input-output ratics. Other forms need not have this
effect. There are also other possible causes of systematic changes in
input-output ratios. Alsc some of these causcs will lead to correlations
between peairs of input-output ratios. By studying the changes over time
in input-output ratios, or thelir changes with changing levels of production

we may be able to identify some of these causes.



Correlations due to technological change or spesification change
is indicated when the correlated cocefficients are also strongly correlated
to time. Changes in production volume as the cause of correlation is
indicated when the correlated coefficients are also strongly correlated
to the volume of production. Changes in production volume as the cause of
correlation is also indicated when there is a linear, non-proportional
regression of the volume of input on the volume of output.

It is difficult to form apriori opinions about the relative
importance of the various causes of substitution and complementarity

effects.

IT. Substitution and complementarity betwecen inputs in general

In this part of the study we are interested in substitution and
complementarity between inputs, characterised by their sectors of origion,
but we are not concerned with whether the input is domestically or foreign
produced. Consequently we have preferred to work with the following

2)

categories of input ratios .

(a) Competitive inputs combined (Sums of inputs originating from a
given domestic production sector and the corresponding imported products)

(b) Norwegian, non-competitive products (i.e. products of which there is
no corresponding import)

(¢) Imports, non-competitive.

However, because of the grouping of the
ratios into sets of 9, there were many sets which lacked some of the
items of the type (a) Competitive inputs combined, but where the

corresponding ratios belonging to one or both of the categories
(d) Norwegian, competitive or
(e) Imports, competitive
were included, i.e. one or both of the items which were summed in
order to cobtain competitive inputs combined'. In such cases the
largest of these two items were used as a substitute for the

corresponding ccmpetitive inputs combined-item. The frequencies

of the various combinations are given in table 1.

2) For a full description of the complete set of types of input-output
ratios (coefficients) computed see Op. cit. p. 6 f.
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Table 1. Frequencies ¢ combinations of input-types for which
correlations between input-output ratios have been

computed
. . Frequencies
Combination Absclute Per cent
Competitive inputs combined/competitive inputs combined — 433 49,1
Competitive inputs combined/Norwegian, non-competitive 23 2,6
Competitive inputs combined/Imports, non-competitive .. 5 0,6
Norwegian, non-competitive/Norwegian, non-competitive . 135 15,3
Norwegian, non-competitive/Imports, non-competitive ... 36 4,1
Imports, non-cempetitive/Imports, non-competitive ..... b 0,4

Sum combinations where both items, belong te the preferred

types (a), b) and ¢)) veiirvinnnn e ettt eeeeenae 636 72,1
Competitive inputs combined/Norwegian, competitive .... 4 0,4
Norwegian, non-competitive/Norwegian, competitive ..... 100 11,3
Norwegian, non-competitive/Imports, competitive ....... 113 12,8
Imports, non-competitive/Norwegian, competitive ....... 9 1,0
Imports, non-competitive/Imports, competitive ......... 21 2,4

Sum combinations where Norwegian, competitive or imperts,
competitive have been used instead of competitive
Inputs combined ..vveroiuooroecsoorensconcsossssscnssas 247 27,9

TOtAl o ovoevennnennnononesnononnasss s saeaceaeesenness 883 100.,0

If we compare the number of correlations, computed in this way, with
the possible number tuat might have been computed, if we had not been

restricted by our computation program, we get the following picture:

Tabel 2. Possible and actually computed correlations

Sect?rs with 5 Poss;ble Actually computed correlations
possible Number  number of Th oroups of Total
number of of correla- group

correlations sectors tions 1-5 6-~10 11-28 in per ?ent
of possible

1- 3 22 50 49 . . 49 98.0

6 - 10 27 214 55 137 : 192 89,6

15 - 28 19 386 i5 135 187 337 87,4

36 and over 9 458 g 37 259 305 66,6

Total 77 1 108 128 309 446 883 79,7
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We sce from this that the coverage is quite good, if we disregard the
fact that we to some extent have used substitutes for the coefficients of
type a) (competitive inputs combined).

The distribution of the obscrved correlation coefficients is
given in table 3.

The table also gives the nypothetical frequencies which we should
expect to observe if the input-output ratios were independent and normally

distributed about their expected values, i.e. if the equation
(1) a,.(t) = a,. + u,.{t)
1]
was correct for all i, j and t, and with all the uij(t) independent and

normally distributed about zerc. (This distribution may be computed from

the t-distribution, since under the given assumptions the statistic

t+ = =22 follows the t-distribution with n-2 degrees of freedom.
J/ 2
1-r

r is the estimate of a correlation coefficient, the truc value of which
is zero. n is the number of observaticns on the basis of which the
correlation cocfficients have been computed, i.e. n = 12 in our computations).

The frequencies have been plotted in figure 1

.

The observed distribution is clearly different from the hypotheti-
cal distribution with zero true correlation. Both high positive and high
negative correlations are much more frequent in the actual distribution

than in the reference distribution. (If we combine the three upper classes,
.71 - 1.00 and also combine the three lover classes, -.71 -- 1.00, in order
to obtain classes with hypothetical frequenciles no less than 5, we may
compare the two distributions by a regular x2—test. The Xz-statistic is

2 B646G,6, and we have 16 classes. In the x2—distribution only 1 per cent

of the observations will have a valus of above 30.6 when there are 15
degrees of frecdom.) We can thus conclude that there is evidence of both

substitution and complementarity in our figurcs.
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Table 3. Coefficients of corrclation between
383 pairs of input~output ratios

Hypothetical

Size of ca
frequencies

scefficient

&

of correlation under
O-correlation
91 ~ 1.00 11 -
81 -~ . 90 57 1
71 - . 80 7 4
gl - 70 17 12
.51 - &0 [ 26
41 - 50 b5 b
31 - 4o 50 62
21 - 30 59 a5
11 - 20 49 ag
+) o - 10 46 1073
(=) 0-- .10 5i 1073
-.11 - - 20 61 99
-.21 - - .30 50 85
-.31 - - .40 70 63
.41 - - 50 1 ui
-.51 - - 50 41 26
-.61 - - 70 uyp 12
-.71 -~ - .80 45 I
-.81L - - .90 3l 1
-.91 - -~ 1.00 8 -
Total 363 §83
.57 - 1.00 140 (15.9%) 22 (23 %)
-.56 - .56 592 (67.0%) 839 (95%)
~.57 - - 1.00 151 (17.1% 22 (23 %)
Total 883 883
(+) 0- 1.00 415 BL1l

(=) 6 -~ 1.00 468 441k
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In our figures there is a slight overweight of negative correla-
ticn coefficients, 4638 against 415 positive, or 151 in the range -.57 to
- 1.00 against 140 in the range .57 to 1.00.

A x2 test indicates that we will get an unequality in the
distribution on positive and negative items of this magnitude or greater
in somewhere between 5 and 10 per cent of the cases if the probabilities
for positive and negative items are equal. (If we test the hypothesis
that the probability for a positive correlation coefficient > 0.57 is equal
to the probability of a negative coefficient < - 0.57 each being equal to
the average Eﬁgg%giéi, or if we test the hypothesis that the probability
for a positive sign is equal to the probability for a negative sign for
each of the 191 correlation coefficients with numerical values above 0.58,
we get probabilities of more than i for discrepancies at least as great as
the one between 140 and 151.)

We have chosen to make a distinction between coefficients with
numerical values below 0.57 and those equal to or above this value,
because correlation coefficients equal to To.s7 correspond to the critical
values at the 5 per cent level in the hypothetical t-distribution with
zero true correlation and 10 (= 12-2) degrees of freedom. (The correspon-
ding values at the 1 per cent probability level are 1 0.71.)

We will now investigate if there is a tendency for the high
correlation coefficients to cluster, i.e. if a small number of sectors
have relatively many high correlation coefficients, whereas the rest have
relatively few. This would imply that only a limited number of sectors
are affected by changes of the substitution and complementarity type in
their input-output ratios.

Since 33 per cent of the total number of correlation coefficients
are high (numerical values of 0.57 and above) we may for each group of
sectors with the same total number of coefficients compute the expected
number of sectors with each number of high correlation coefficients,
assuming the probability that one particular coefficient will be high
to be 0.33, and independent of the value of other coefficients for the
same sector.

Since the number of sectors in each group with the same number of
coefficients are small, we have to pool groups in order to perform a test.

We may consider, then the groups of sectors with 1 to 5 computed
correlation coefficients, those with 6 to 10 and those with from 11 to
the maximum 28. Within these groups we have the following percentages

of high correlation coefficients:



1 to 5 correlation coefficients: 35.2 per cent high (32.7)
6 to 10 correlation coefficients: 34.0 per cent high (36.5)
11 to 23 (more than 10) correlation coefficients: 31.6 per

cent high (31.3)

The figures in parantheses are the percentages that we would have
obtained for the computed corrclation coefficients if we had grouped
the sectors according to the numbers of correlation coefficients that
might have been computed, had not the number of computations been
restricted by the computer program.

The occurence of numerically high correlation coefficients appears
to be about the same, irrespective of the number of input-output ratios
in a sector.

Omitting sectors with less than three correlation coefficients

we obtain the following results, after scme grouping:

. \ . . . 1 .
Table 4. Realised and hypothetical distributions of sectors ) according
to the frequencies of high correlation coefficients:

Numbers of
correlation Frequencies of high (|r| > 0.57) correlation coefficients
coefficients 0 1 5 3-1n mor$ * Total
n. than sn
St
3-6 Realised 12 19 10 9 50
Hypothetical 11 138 11 9 50
e —
7-28 Realised 2 6 3 25 7 48
Hypothetical 1 3 7 33 y 48

1) Coefficieni groups.

The cccurence of high correlation coefficients among sectors with
3 to 6 computed correlations corresponds extremely well to the distribution
we would expect if the probability for a high correlation
coefficient was 0.33, and independent of the values of other correlation
coefficients in the same éector.

For sectors with 7 to 23 computed correlations there is a difference
between the realised and the hypothetical distributions; sectors with very
few and with very many high coefficients occur more frequently than one
should expect. (If we consider as extreme the cases, where less than two
or more than half the coefficients are high, the realised distribution

between extreme and not-extreme cases is significantly different from the
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hypothetical distribution at the 1 per cent significance level by a x2 test).
16.7 per cent of the sectors with more than 6 computed correlations had
less than two high coefficients against an expected percentage of only
8.3, if there had been no tendency to clustering. Correspondingly 14.6
per cent of these sectors had more than half of their correlation
coefficients classified as high, against an expected 6.3 per cent.
Unfortunately, we cannot conclude from this that there is a tendency for
either a large or a quite small proportion of input-output ratios in a
sector to be inveolved in substitution and complementarity changes. The
reason is that a model of independence does not make much Sense as a
reference model here: If the correlation coefficients between one input-
output ratio and each of two others are high, the correlation coefficients
between the latter two will also tend to be high.

This is easily illustrated by an example in which we assume
correlation coefficients to be either t1 or 0, and where we assume that
the probability for a random correlation coefficient to be ¥1 is 1/3.

In the case of 3 inputs, we will then get the following

probabilities:

Table 5 a. Hypothetical and actual frequencies of high correlations.
3 input-sutput ratios

In a distribution

Number of high In 2 bincmial . The actual
of the fype dis-
correlations distribution cussed in the distribution
example
0 .30 (8) .30 (3) .38 (10)
1 4L (11) .59 (15) 46 (12)
2 .22 (8) - - .08 (2)
3 .04 (1) .11 (3) .08 (2)
Total 1.00 (26) 1.00 (26) 1.00 (26)
Average frequency
of high correlations 1/3 0.309 1/3

The figures in parantheses give the expected distributions when the number

of items is 26 as in the actual distribution of sectors with three inputs.
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In the case of 4 inputs, i.e. 6 correlations, we get

Table 5 b. Hypothetical and actual frequencies of high correlations.
4 input-output ratios

Number of high

In a binomial

In a distribution

of the type dis- The actual
correlations distributicn cussed in the distribution
example
L0838 (2) .088 (2) .118 (2)
1 .263 (1) 172 (38) .29y (5)
329 (8) L1480 (3) 236 (1)
{
3 219 (4) .255 (1) 176 (3)
mn .033 (1) - ) .176 (3)
L0158 (=) - ) - (-)
6 .001 () .037 (-) - (-)
Total 1.000 (17) 1.000 (17) 1.000 (17)
Average frequency
of high correlations 1/3 0.292 1/3

17 is the number of items in the actual distributicn

In the case of

5 inputs, i.e. 10 correlations we get

Table 5 c. Hypothetical and actual frequencies of high correlations.

=

5 input-output ratios

Number of high

In a binomial

In a distribution

of the type dis-~ The actual

correlations distribution cussed in the distribution
example

0 .018 -) .017 (=) - (-)

1 090 (1) .210 (3) - (-)

2 .199 (3) . 264 (%) .154 (2)

3 .262 (3) .248 (3) 461 (8)

4 .225 (3) .143 (2) .077 (1)

5 .133 (2) - (-) .231 (3)

6 .055 (1) .106 (L .077 (1)

7 .015 (-) - -) - (=)

3 .003 (=) - (-) - (-)

9 - (-) - (-) - -)

10 - (~) .012 ) - (=)

Total 1.009 (13) 1.000 (13) 1.000  (13)

Average frequency

of high correlations 1/3 0.9281 0.361

13 is the number of items in the actual distribution.
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Obviously, we will not expect our actual observations to correspond
to the example, since we do not have correlation coefficients of only the
values 0 and 1. However, judging from the three examples given here, the
actual distributions appear to be closer to the binomial distributions
than to the distributions of the example. It seems to be a fair conjecture
that the observed distributions indicate no tendency to clustering beyond
that which follows from the mechanism that makes correlation high between
two input-output ratios which both are highly correlated with a third.

Our data may give some indications about the extent of "Input
substitution', involving only 2 or possibly three input items. We may
study this problem by considering the number of delivering sectors involved
in substitution and complementarity relationships for each receiving sector.

We get the following picture:

Table 6. Distribution of sector (groups)l) according to the number of input-
output ratios related by high correclation coefficients

Number of sectors (groups)l)

Number
of input Total No hlgh cor- High neg?tlve ng? corre- H%gh POS1~item
ratios relations correlations lations tive cor-
in each ?etween between cnly  between relations
group input-output two input- ?nly three  between
ratios output ratios 1input-out-  only two
put ratios  input-out-
not all put ratios
positively
correlated
2 13 8 3 : 2
3 25 g 5 4 6 1
4 23 3 5 5 2 72)
5 19 2 1 5 2 93)
4)
6 15 - 3 3 1 8
7-9 15 - - - - 155)
Total llOl) 22 17 18 13 40

1) The units are here the groups of input-output ratios for a sector, for
which correlations have been computed. 2) Of these one with high negative
correlation between two input~output ratios and high positive correlation
between the remaining two. 3) Of these one with high negative correlation
between twoe input-output ratios and high correlation coefficients involving
the remaining three. 4) Of thesc one with high correlation coefficients
between two separate pairs of input-output ratios. 5) Of these one with
high negative correlation betwesn two separate pairs >f input-output ratios,
one with high positive corrclation between two input-output ratios and high
correlation coefficients involving a group of three others, and one with
high positive correlations between two separate pairs of input-output
ratios and high negative correlation in 2 third pair.
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Among the 110 groups there are only 17 cases of simple substitution
of one input for one other i.e. 15.5 per cent of the total, and among
these 17 cases 13 occur in groups where there are only 4 or less specified
input-output ratios and none occur in the groups with more than 6 specified
inputs.

If we consider also cases where up to three input-output ratios are
involved in the substitution, we get 35 cases or 31.8 per cent of the total,
but there is only 6 or 20 per cent of the 30 groups of more than 5 input-
cutput ratios.

The tabulation confirms an impression that, when the number of input-
output ratios in the groups increase, the number of high correlation
coefficients also tend to increase, and even when we take into account the
cases, referred in the footnote to table 6, where several separate groups
of two or three input-output ratios have high correlation coefficients only
with input-output ratios in the same group, and thus form separate
"association complexes', there does not appear to be any tendency for
substitution and complementarity to involve only two or three input-output
ratios except in the cases where there are only a small number of inputs
alltogether. The existence of what we previously termed “input substitu-
tion" does not seem to penetrate our results.

We will then investigate if the substitutions and complementary
changes in input-output ratios are smooth and gradual, indicating techno-
logical change and spesification change, or if they are more random in
relation to time.

From table 7 it will be seen that for 242 or 83.2 per cent of the
291 high correlation coefficients both the correlated input-output ratios
were also significantly correlated to time at the 5 per cent level
(numerical value of correlation coefficient above 0.57. For 172 or 59.1
per cent both input-output ratios were significantly correlated to time
at the 1 per cent level i.e. with the numerical value of the correlation

coefficient above 0.70.)



Table 7. Pairs of input-cutput ratios with high correlation coefficients
distributed according to the correlation between the input-out-
put ratios and time

Numerical values of Sign of cor- Number
correlation coefficients relation be- o Per cent
between input-output tween input- __L° of total
. T T pairs
ratios and time output ratios
7 2.4
Both less than .57 5 1.7
12 4.1
. 7 2.4
One less than .57 5 1.7
one in the ranpge .57 - .70 12 4.1
' 9 3.1
One less than .07 16 5.5
one greater than .70 5 8.6
2 7.9
One less than .57 ?2 8.9
alltogether 49 16.5
1 0.3
Both in the vrange .57 - .70 6 2.1
7 2.4
. 13.8
One in the range .57 -~ .70 gg 7.9
one greater than .70 63 21'7
75 26.1
Both greater than .70 96 33.0
172 59.1
i - ; 117 40.2
Both greater than .56 125 43.0
alltogether U 43.2
{ Positive 140 48,1
All 5Neg:tive 151 51,9
P ALL 291 100.0
{ Positive 5 43.
One greater than .70 ‘? ,fL%V& 122 0
alltosether )Ncgdtlvg 135 46.4
=T LALL 260 89.4

This may be compared with the distribution for the remaining 592
small fo the 833 computed corrclation coefficients. The ccomparison is
made in table 3, where the characterisation of correlation with time is
based on the numerical size of the coefficients of regression with

t

respect to time for the input-output ratios.
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Table 8. Correlated pairs of input-output ratios distributed according
to the size of the correlation coefficlents and the sizes of the
regression coefficients for each input-output ratic with respect
to time

Numerical values of Large correlation Small correlation All correlation
regression coefficients coefficients coefficients coefficients
measured by their Humber Per Number Per Number Per
standard deviations of pairs cent  of pairs cent of pairs cent

Both less than 2.2 13 b5 136 2
(No trends)

w0
C

149 16.9

One less than 2.2 one in
the range 2.2 - 3.2
(Moderate trend in one
input~output ratio, no
trend in the other)

4.1 11u 19.2 126 4.3

o
N

One less than 2.2 one 2
greater than 3.2 (Clear
trend in one input-out-
put ratio, no trend in
the other)

278 47.0 306 34.6

[ee;
©
.

~J

One less than 2.2 allto- 53 8.3 528 3G.2 581 65.8
gether (no trend in at
least one of the input-
output ratios)

Both in the range 2.2 -

3.2 (Moderate trends in
both input-output ratios)

13 2.0

[
O
w

(e9)
[
w

4

39 6.6 107 12.1

N
(&8}
.

(€3]

One in the range 2.2 - 55
3.2 one greater than
3.2 (Clear trend in one
input-output ratio, mo-
derate trend in the
other)

Both greater than 3.2 160 5
(Clear trend in both
input-output ratios)

[63]
[

17 2.9 177 20.1

Both greater than 2.2 2385 851.7 o4 10. 302 34.2
(Moderate or clear
trend in both input-

output ratics)

(o8]

Toctal

N
O

91 100.0

(6]
&
N

100.0 383 100.0

(For independent, normally distributed variables, the numerical value of
the regression coefficient may be expected to exceed 2.2 times its
estimated standard deviation in 5 per cent of all cases, and to exceed 3.2
times this standard deviation in 1 per cent of all cases. The grouping in
tables 7 and § should be identiczl, but there are some discrepancies due to

rounding. )



We see that among the highly correlated pairs of input-output
ratios both of them are alsc significantly correlated to time in 82 per
cent of the cases (at the 5 per cent level, 55 per cent of the cases at
the 1 per cent level). The corresponding percentage(s) for the pairs
of input output ratios with small correlation cocfficients is only 11 (3).
This must be taken as a strong indication that the majority of substitu-
tion and complementarity cffects that we can distinguish in our data are
caused by gradual unidirectional changes in coefficients.

As can be seen from table 7, there does not scem to be systematic
differences between negatively and positively correlated input-output
ratios in respect to correlation between input-output ratios and time.

Alltogether therc were 439, or 16,3 per cent of the correlations
which were numerically higher than .57 where not both input-output ratics
were significantly correlatced with time at the 5 per cent level, but
for 20 of these, or 6,9 per cent, nonc of the two correlation coefficients
with time was below 47.

It thus appears that the majority of cases of high correlation
between input-output ratios are associated with gradual monotonic changes
over time in these ratios.

Non~proporticnalities between inputs and outputs docs not appear

to be a significant causc of high correlations between input-output
ratics. Among the 291 cases of numerically high correlations, there was
only onc in which both input items in the palr was characterised as not
directly proportional to output in our test of the form of the relation-
ships between inputs and outputs. (A report on this testing is under
preparation.) In thie pailr one of the input-output ratics was not
significantly correlated with time at the 5 per cent level.

It must also be fair to conclude that what we have called sub-
stitution proper and product mix fluctuations must play an unimportant
role as causes of numerically hish correlations between input-output
ratios in our data.

We will next investigate whether the sizes of the input-output
ratios have any influence on the occurence of substitution and comple-
mentarity ceffects.

The results of grouping the correlated pairs of input-output
ratios according to the size of the correlation coefficient and according
to the sizes in per cent of the input-output ratios are given in tables

9 and 10.
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Table 9 A. Correlated pairs of input-output ratios distributed
according to the size of the coefficient of correlation
and according to the size of the input-output ratios.
Absolute frequencics

Size in per cent of Largi@;??g?iizéon Small
one input- other input Posgi- Nepa- A1l corre- Total
ocutput output ’ tive ti;; iii;gn
ratioc ratic ficients
0 -2.00 G - 2.00 24 17 41 77 118
2.01- 5.00 29 31 60 135 195
5.01-10.00 13 13 26 75 101
10.01~-25.00 10 11 21 39 60
25.01-50.0¢ Z 3 5 15 20
50.01 and over 1 3 L4 7 11
All 79 780 157 348 505
2.01- 5.00 2.01~ 5,00 17 16 33 61 au
5.01-10.090 15 14 24 64 a3
10.01-25.00 11 14 25 45 70
25.01-50,00 L 3 7 18 25
S0.0Q and over 1 3 Y4 9 13
Alll) 77 a1 158 332 430
5.01-10.00  5.01-10.00 5 7 12 11 23
10.01-25.00 5 L 9 24 33
25.01-50.00 2 5 7 5 12
50.01 and over - 1 1 2 3
Alll) Lc LGy Sl 181 265
10.01-25.00 10.01-25.00 1 1 2 5 7
25.01-50.00 - 2 2 - 2
50.01 and over 2 Z -~ 2
Aill) 27 34 61 113 174
25.01-50.00 25.00-50.00 - 1 1 - 1
Alll) 3 12 20 308 58
50.01 and over Alll) 2 9 11 13 29
Total 140 151 291 592 283

1) UNote that these sums include some items also included in the sums above.
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Correlated pairs of input-output ratios distributed
according tc the size of the coefficient of correlation
and according to the size of the input-output ratics.
Relative frequencies

Size in per cent of Large correlation coefficients Small
one input- other input Posi- ega- All ;Zii;; Total
outgut out?pt tive tive coef-
ratio ratio £icients
o - 2.00 0 - 2.00 20.3 4.4 34.7 65.3 100.0
2.01- 5.0C i4.9 15.9 30.5 69.2 100.0
5.01-10.00 12.9 12.9 25.3 7.2 100.0
10.01-25.00 16.7 18.3 35.0 65.0 100.0
25.01-50.00 10.0 15.0 25.0 75.0 106.0C
50.01 and over g.1 27.3 36.4 63.6 100.0
All 15.6 15.5 31.1 68.9 100.0
2.01- 5.00 2.01- 5.00 18.1 17.0 35.1 B4.9 100.0
5.01-10.00 16.1 15.1 31.2 68.¢ 100.0
10.01~-25.00 15.7 20.0 35.7 BY.3 100.0
25.01-50.00 16.0 12.0 23.0 72.0 100.0
50.01 and over 7.7 23.1 30.3 69.2 100.0
Alll) 15.7 16.5 32.2 67.5 100.0
5.01-10.00 5.01-10.00 21.7 30.4 52.1 47.9 100.0
10.01-25.00 15.1 12.1 27.2 72.8 1¢0.0
25.01-50.00 16.7 41.7 538.4 4l1.6 100.0
50.01 and over - 33.3 33.3 6€. 100.0
Alll) 15.1 16.6 31.7 65.3 100.0
10.01-25.00 10.01-25.00 i4.3 4.3 23.6 71l.4 100.0
25.G1-506.00 - 100.0 100.9 100.0
50.01 and over - 100.¢C 100.0 - 100.0
Alll) 15.5 12.6 35.1 4.9 100.0
25.01-50.00 25.01-50.00 - 1006.0 100.0 - 100.0
Alll) 13.83 20,7 34.5 65.5 100.9
50.01 and over Alll) 6.9 31.1 35.0 62,0 10C.0C
Total 15.9 17.1 33.0 67.0 100.0

1) Note that these sums include some items also included in the sums above.
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Table 10. Percentages of large correlation coefficients between
input-output ratios distributed according to the size
of the input-output ratiocs

Size of one input-output Size of other input-output ratio in per cent
ratio in per cent 0- 2.01- 5.01-  10.01- _ 25.01 and
2.00 5.00 10.00 25.00 over
Positive 20.3 14.9 12.9 16.7 9.7
0 - 2.0C Negative 4.4 15.9 12.9 18.3 19.3
Total 34,7 30.8 25.8 35.0 29.0
Positive . 18.1 16.1 15.7 13.2
2.01 -~ 5.00 Negative . 17.0 15.1 20.0 15.7
Total . 35.1 31.2 35.7 28.9
Positive . . 21.7 15.1 13.3
5.01 - 10.00 Negative . . 30.4 12.1 40.0
Total . . 52.1 27.2 53.3
| EE—
Positive . . . 3.3
10.01 and over Negative . . . 50.0
Total . . . 53.3
\._‘MM{'-_&—-—-——- : \—/M
Positive 17.2 15.4
0 - 5.00 Negative 15.7 16.3
Total 32.9 30.8
Positive . 15.7
5.01 and over Negative . 27.7
Total . u3.4

From table 10 it looks as if the tendency to complementarity becomes
somewhat less when the input-output ratios increase. The tendency to comple-
mentarity scems to be relatively low as soon as one of the input-output
ratios exceeds 10 per cent, more or less irrespective of the size of the
other ratio. The tendency to substitution effects, on the other hand,
appears to increase with the size of the input-output ratios, and to be
somewhat more depending on the sizes of both the input-output ratios in-
volved.

The net effect is that the tendency to association (numerically
large correlation coefficients) is somewhat stronger when both input-
output ratios are big than when at least one of them is small. The picture
is, however, nct uniform, and one should perhaps be careful not to rely

too much on these conclusions.



Substitutability or complementarity could either be characteristic
of a group of pgoods in a variety of uses, or be characteristic of one

particular group of gnods in one particular use. There is also the third
possibility that one particular type of goods may be substitutable for or
complementary to others in a variety of uses, but related to different
other goods in different uses.

The occurence of the various types of association will naturally
depend on the level of aggregation both in terms of goods, i.e. inputs,
and in terms of uses - that is in our ease: the sector specificaticn for
the industries using the inputs.

It would be of great intercst to find out if there are particular
groups of inputs, which are associated cne way or the other in a variety
of uses.

We may investigate for cach sector if its deliveries are strongly
associated with inputs from other sectors in the varicus user sectors
more or less often than normzl. The results might give some indications
about whether the cbserved tendencies to association are related to the
products of specific sectors or more randomly distributed. They would
also say something about the relative importance of the sectors in the
process of economic growth.

We may also investigate for each pair of delivering sectors if

e

the frequency of high pesitive or negative correlations between input-
output ratios originating frem the pair is greater or smaller than normal.
This would tell us something about the existence of mutually substitutable

or complementary pairs of secto

B

S.

We will look into both these problems, but, unfortunately, our data
are not sufficient to lead us a long way towards conclusions. It is not
easy, on the basis of cur data, to arrive at conclusions regarding the
occurence of the varicus types of association for individual input

delivering scctors. We have found that about 1/3 of all the computed

coefficients of ccrrelation are high, and that the frequencies of positive

and negative covariations are about equal, both when the numerical value

of the correlation ccefficicnt i

1igh and when it is low.

&1
&

7]
4

However, since we can only mecaningfully compute the ccefficients

-

of correlation between input-output ratios for deliveries into the same
using sector, the majority of conccivable combinations cof delivering
sectors do not occur at all, or only once or twice cach in our data. The
basis for evaluating the frequencies of high correlations for particular

combinations of delivering sectors is consequently limited.
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In Appendix table A we consider cach sector {Norwegian or foreipn
non-competitive, combined Horweglan and foreign competitive) in its function
as provider of inputs to other scctors. We cxamine then the frequency of
high negative and high positive coofficients of correlation between pairs
of input-output ratios, where the given sector is provider of cne of the
inputs in each pair.

In order to have standards apainst which to evaluate the observed
frequencies of high coefficicnts of correlation, we have computed the

probabilities of obtaining deviaticns from the expected values, at least

Q)

as large as the observed ones, if the probability of obtaining a numeri-
cally high value (> 0.57) of the coefficient of correlation were 0.33 and
if the probability of obtaining = high nejgative value were 0.165 and that
of obtaining a high positive valuec were also 0.165, and the two latter
probabilities were independent. In computing the probabilities for high
negative correlations we have disreparded the observed frequencies of high

positive correlations, and in computing the probabilities for cbtaining

c
high positive correlations we have disvegarded the observed frequencies of

high negative corrclations. The probabilitics for the deviations from the
expected values for numerically high coefficients of correlation have been
computed from binomial distributions for sectors with less than 13 observa-
tions whereas the normal distribution has been used as an approximation for

ectors with 13 or more observations. The probabilities for deviations
from the expected values for high negative and for high positive coefficients
of correlation have been computed from binomial distributions for sectors
with less than 20 obeervations, whereas the normal distribution has been
used for sectors with 20 or more observations.

In Appendix table A and in the more aggregated tables 11 a-c, 12

and 13 we have grouped the sectors according to the numerical values of

the computed probabilities. In Appendix table A and in table 12 we have
counted as high, respectively low, frequencies with probabilities less than
6.30. In tables 11 a-c and B we have counted as very high, respectively
very low, frequencies with probabilities of 0.05 and less and as high,
respectively low frequencies with probabilities 0.06-C.29.
we leave it to the reader to contemplate the characteristics of
individual industries in regard to substitutability and complementarity,
on the basis of the grouping in Appendix table A.

The aggregated tables 11 2-c, 12 and 13 demenstrate that there

are considerable differences betwsen the sectors in regard to the



occurence of high coefficients of ccrrelation, but acccrding to table 13,
the variations do not appear to exceed appreciably what we should expect
on the basis of a theory of no “clustering”.

Of the 62 sectors, for which we have observations (sectors with
specified input deliveries to using sectors which have specified input
deliveries from at least one other delivering sector), there are 7, or
11.3 per cent with frequencies for numerically high correlations which
deviate more from their expected value than one should expect in 5§ per
cent of all cases. There are 4, or 6,5 per cent with frequencies for
high negative correlaticns deviating as much, and 5, or 8,1 per cent

for high positive correlations.

Table 11 a. Frequencies of numerically high correlation ccefficients

Frequencies of numerically hish HNumber Number High coefficients
orpelati cFFioicnt 1) of of obser- of correlaticn
correiation coeilicients sectors  vations Number Per cent

Very high (deviations cf

probability 0.05 and 1eSS) ceceso 3 82 B3] 53.7
High (deviations of proba-

bility 0.06-=0.29) ceesosscssconos 13 3E5 157 40.8

Normal (deviations of proba-

bility 0030 :_1nd HIOI"G) o080 3¢00 e 36 728 2“‘6 38 08

Low (deviations of probability

0-06—0029) © 0008060806500 06600608000SE 6 367 95 25'9

Very low (deviations of proba-

bility 0.05 and 1eSS) eeceovcovos L 204 40 19,56
To.tal‘l"o'ﬂ6..0!’..0..0.‘...'0050 62 1766 582 33.0

1) The classification is in terms of deviations from the expected number
of numerically high coefficients of ccrrelations if the probability for a
high coefficient in each observation were 0.33 and independent of other
observations. The deviations ore measursed in terms of the probabilities
of cbtaining (positive and negative) deviations of at least the given
magnitudes when the individual probzbilities are 0.33 and independent.



Table 11 b. TFrequencies of high negative correlaticon coefficient.

Frequencies of high negative Mumbar Number of obser- Percentage
X . . 1) o F vations of high

correlation coefficients sectors Total High negative

negative  coefficients

Very high (deviations of

probability 0.05 and 1e8S) vovca. 2 41 16 33.0

High deviations of probability

0.06=0,29) tevovoonconncoocanncns 8 185 50 27.0

Nermal (deviations of prcbability

0.30 and MOYE) cesoacssosnsvoscen Lg 1 382 228 16.5

Low (deviations of probability

0.06=0429) cevoonesscenssconsoans 2 77 4 5.2

Very low (deviations of

probability 0.05 and less) .ceas 2 81 4 4.9

Total cococesscossosossssssasvans 62 1 766 302 17.1

1) The classidication is in terms of deviations from the cxpected number

oF high negative ccefficients of correlation if the probability for a high
egative coefficient were 0.105. The deviations arc measured in terms

of the probabilities of cbtaining (positive and negative) deviations of at

least the given mepnitudes, when the individual probabilities are 0.165 and

independent.

Table 11 c. Frequencdes of hig!

sitive correlation cocefficients.

Frequencies of high positive Number  Humber of obser- Percentages of
N e EES s 1) of vations __high positive

correlation coefficients sectors  Total leh coofficients

i sitive

Very high (deviations with

probability 0,05 and 1ess) s.eoes 3 20 28 31.1

High (deviations with probability

0.06-0.29) & 222 54t 21,3

Normal (deviations with probabi-

1ity 0.30 Or MOYE) teoovenevcooes 43 853 1u7 17.1

Low (deviaticns with probability

0.06-0.29) ciiiocosoonsonanncnacs 8 417 39 9.4

Very low (deviations with proba-

bility 0.05 and 1eSS) covevvoccns 2 174 12 6.9

Total vevennconecsoncocconeaconas 62 1 766 280 15.9

1) The classification is in terms of deviaticns from the expected number

of high positive cocfficients of correlation if the probability for a high

positive ccefficient were 0.165 and indcpendent of other observations. The

deviations are measured in terms of the prehabilities of obtaining (positive

and negative)} deviations of at least the given magnitudes when the individual
arx

prouabllltlu e 0,165 and 1n?ﬁion lent.
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Table 12. Frequencies of high nezative and hizgh positive correlation
coefficients. All sectors

Frequencies D of Number of cbservations Percentages
high negative high positive ffumber hizh high high high
correlation  correlation of total negative positive negative positive
coefficients coefficients sectors

High High 1 25 7 8 28.0 32.0
High "Normal® g 174 52 28 29.9 16.1
"Normai” High 7 256 37 66 4.4 25.8
"Normal® “Normal® 34 53¢ 101 113 15.8 16.9
High Low 1 27 7 2 25.9 7.4
Low High 1 31 1 8 3.2 25.8
"Normal" Low 7 525 93 47 17.7 9.0
Low "Normal® 1 50 3 6 6.0 12.0
Low Low 2 39 1 2 2.6 5.1
Total 52 1 766 302 2890 17.1 15,8

1) TFrequencies are considered to be high, respectively low, when the
probability of obtaining a fraquency deviating at least as much from the
expected frequency is < 0,30 in a sample from a population with probability
0.165 fora high negative, respectively positive, coefficient of correlation.
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Table 13, Hypothetical and observed distributions of sectors according to
the frequencies of high coefficients of correlation

Frequencies of high corrclation Hyro- Actual distributions
coefFicients 1) t?cti§al ff@r'nu— for h%gh for.h%gh
distri- merically  mnegative positive
hution hich coef- coeffi~  coeffi-
ficients cients cients

Very high frequencies, probability

level 0.05 and 1€5S sieievscenscocss 16 3 2 3
High frequencies, prcbability level

0.06-0.30 ¢evevsoennnaconnnscocoons 7.8 13 8 6
Normal frequencies, prcbability

level above 0.30 c.iivieconneencanss 43,2 36 48 43
Low frequencies, probability level

0.00-0.30 coveecocnncccnsnnsccacens 7.8 6 2 g
Very low frequencies probability

level 0.05 and 1e8S8 cevoovvescocacs 1aB 4 2 2
TOt3l eeesscoeesensoassissscocoosos 52,0 62 52 62

1) See footnotes to tables 11 a-c., The figures for the " Vpoﬁhetical_ .
distribution® are obtained by dividing the percentages for a given deviation

equally between high and low

We may next ask if there is cny connecticn between the two types
of associatior Are products which are easily substitutable occuring as
complementary tc other products more or less often than the average. If
we examine the percentaces for high nerative and high positive correlations
in each sector, we get no impression of covariance. This is confirmed if we
compute the correlation ccefficient between percentages for high negative
and for high pesitive correlation coefficients. This ccefficient is only
0.08, or practically zero.

We may now examine those cases where twe sectors both occur as
delivercrs of input to several users, so that we have been able to compute
several corrclation coefficients between input coefficients for inputs
originating from the two sectors. In Appendix tabel B we have listed
all sector pairs with more than 4 observations and alsc all scctor pairs with
2 to 4 observations for which no less than 2/3 of the coprelation coeffi-

cients were either high and negative or hich and pesitive. In the same way
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as in Appendix table A we have computed percentages and hypothetical proba-
bilities fcr high correlation coefficients. A more condensed prescntation
of the same data is given in tables 14-16.

Among the 30 sector pairs with 5 or more observaticns only two
have a frequency of high negative correlations, which correspond to a
hypothetical probability of less than 5 per cent, and only cne has a corres-
ponding frequency of high positive ccorrelaticns. If we lock at the sector
pairs with high frequencies of hish negative correlations, some of them can
easily be understocd to have substitutable products, but more cften it is
not easy to see right away how the products can be substitutable. Quite
often cvne of the unspecified sectors will be a member of one of these pairs,
and one can easily imagine that changes in specification of inputs may give
rise to negative correlations between the coefficients for unspecified and
those other coefficients, which arve directly affected by the extent to which
they are reported separately instead of being lumped in unspecified.

It is perhaps more difficult to form an apriori opinion about which
complementarities tc expect, and one can imagine causes for the actual
cases of high frequency of high positive correlations, as well as one could
probably do for other pairs. In particulan it is conceivable that the
relatively high proportion of cairs where one of the sectors is unspecified
even here has to do with changes in specifications: if unspecified as
well as certain input types tend to be reported or cmitted simultaneocusly,

they will appear as complementary in cur data.



Table 1. Frequencies of high correlations between input-cutput ratics from
the same pair of producing se

Number Number of correla- Percentages of hich

of ticn cocfficients correlation coefficients
Sector pairs with: sector Of these hich
. Total = " —
pairs Nepa- Posi- Nega- Posi- Sum
tive tive tive tive

N
(]
°

&)

11 - 22 observations ....c.. 102 15 5 14.7 5.9

[}
i

[N |
o
[h]

10 12 12.2 14,5
14 6 23.3 10.0

[
[)]
o

[se]

9 observations ..e....

=
[\
o
w

w
O W
~J

W

5 observations seeveseces

L observations ...eceee-s 22 88 1h 13 5.9 14.8
3 cbservations ..c.ccioaeo 45 135 28 28 20.8 20.8  41.5
2 observations ceaeecancs 22 154 25 29 15.2 17.7 32.9
1 cbservation ciecoecoos 252 252 u5 46 17.9 18.2 36.1
Total cieiiicioonnosonsoanna har 483 151 140 17.1 15.9 33.0
Table 15 a. Frequencies of numerically hich correlation ccefficients between
inprt—fltﬁut ratios for Iinputs orijinating from the same pairs of
producing scctors. Sector rairs with 5 or more cbservations each
Number of Number of High coefficients
Frequencies of numerically hizh sectur pairs observations of correlations
correlation cocfficients. Ter cent Number  Per cent

L

Very high (Deviations of probabili-
ty 0.050 and 12888) c.vneionenns - - - -

e o ¢ oe

Hizh (Deviations of probability
0.06 - 0,29)

0O 9 6B 6 D § 00 L6 C e e . e LT YN T O - - - - -
Normzl (Deviations of probability
0.30 and mure) ..icveviiivneenance. 24 20.0 ce 55 32.7

Low (Deviations of probability

0006 = 0.29) tiivovenocoeconcnsons H 13.3 34 3 8.0
Very low (Deviations of probability
0.05 and 1€58) tuicvvnnvensnonnnan 2 e.7 Lo 5 11.9

TOtal wiseerivononvocococnosocusce 30 100.0 2uh 53 25.8
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Table 15 b. Frequencies of high negative correlation coefficients between
input-output ratios for inputs originating from the same pairs
of producing sectors. Sector pairs with 5 or more obscrvations

each
Humber of Humber of High negative
Frequencies of high negative sector pairs observations coefficients of
correlation coefficients correlations
Per cent Number Per cent

v

Very high (Deviations of proba-

bility 0.05 ancd 1eSS) ceeceveceoes 2 5.7 10 8 50.0
High (Deviations of probability

OCOG - 0029) 0880300000000 000T00C 8 4 13.3 30 ll 30~7
Normal (Deviations of probability

0.30 2nc mOPE) veevvacssnsesncesas 23 7.7 184 21 11.4
Low (Deviations of probability

0006 - 0.29} P 000000 vRO000eCGOBE e l 3.3 ?O l 5-0
Very low (Deviations of probabili-

ty 0.05 and 1eSS) svocevoscsceocas = - - = =
Total 0 0 &0 P BGODY INODL EE VOO O ODDN VD 30 lOCcO 241—% 39 16.0

h pesitive correlation coefficients between
i

A

Table 15 c. Trequencies of hig
input-cutput ratics for inputs originating from the same pairs of producing

sectors. Sector pairs with 5 or mcre observaticns each

Number of Number of High positive
sector pairs  observetions ccefficients of
correlation
Per cent Number Per cent

Very hich (Deviaticns <¢f proba-

bility 0.05 and 1eSS) vevesensocos 1 3.3 5 3 $50.0
High (Deviations of rrchability
O‘OG - 0129) ® 0 w00 0Ee0O600ODOGIOODOCEC q 1313 38 8 21.0

Normal (Deviations of prcbability

0.30 and mOre) s.vescvsvescnnnsaos 23 76.7 158 13 7.7
Low (Deviations of probability

Q.OG - 0029) © 00 US QL SLECODOOLSESOOD TS 2 607 33 - -

Very low (Deviations of probabili-
ty 0005 and leSS) e 00 e0 0O e G0 BO0O0 D - - - - -

Ti)tal ® 0 2 020 @ 0800 00 IE DO G0 6EG 00T OCE \JO loo‘o 241}

Ny
=
w0
.




Table

12, Sector pairs with different frequencies of cbservations distributed
according tc the number of high coefficients of corrclation.
Actual and hypothetical figures

\
t

Number of sector pairs

0f these with:

No One Twe or One Two or Both
high high more high more hizh
Total correla~ nega- hich posi- high nega-
tion tive nega- tive positive tive
correla=- tive correla~-correla- and
ticn correla- tion tions high
tions posi-
tive
correla-
tions
Sector pairs with
11 - 22 observations 7 - - 2

(Hypotheticall)) ceue (=) (0.1) (0.

~
£y -

) (0.1) (0.5) (5.9)

5 9 observations 11 1 2 - 3 L
(Hypotheticall))..... (0.7)  (1.0) (1.3)  (1.0) (2.3) (5.8)
5 ohServationS. cesces 12 1 L L 1 2 -
(Hypotheticall)) ... (1.0 (2.0) (1.3) (2.0 (1.3) (3.3)
4 observations coecsa 22 3 5 2 G 1 5
(Hypotheticaill) ... (5) () (2) (1) (2) (s)
3 observation§ cooces L5 5 14 3 g 7 7
(Hypothetical)) ... (13) (10) (3) (10} (3) (5)
2 observations ...... a2 35 20 - 5

35 20 2
(Hypotheticalt)) ..., (27)  (18) (2)  (9) (2) (s)

1 obsecrvation ....ceo 252 162 45 . 45 . .
(Hypotheticall)) ceoe (109) (42) . (41) . .
Total tesscecssens oo 431 216 G0 12 78 15 26
(Hypotheticalll?) ... (226) \77) (1) (7¢) (10) (32)

1) The fipures that would be
lity 0.16%5 for high nerative an

.}

ected in a trinomial distribution with probabi-
. the same for high positive correlation

coefficients,
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One could imazine that sector pairs with many chservations were
producers of input tynes that were in some ways assoclated in use. However,
this Joes not appear to be the case. Judging from teble 14, it looks as if
cases of high correlation coefficients are more frequent among input ratios
from sector pairs which occur more seldom as combinaticns.

(4 possible interpretation cf this chservaticn micht be that the inputs
from sector pairs with few olservaticns are frequently inputs of special raw
materials for particular procduction processes and will tend to have ccrrelated
movements under "process substitution’, whereas the inputs from sector rairs
which coccur more often will tyrically be ceneral materials which are used by
all prccesses, @énd are mainly influenced by random fluctuations. However, our
data do not permit a closer investigation of this pessibility).

Although there are certainly sector pairs with extreme frequencies
of high correlation coefficients, the cccurence of such sector pairs in cur
total population appears to be well within what cne might expect if the
occurence of high correlzticns were purely random and independently distributed
over the cbservations of each sector pair. Th's is illustrated by the tables
15 a=-c and 15.

This analysis of substitution and complementarity in relation to the
product types invelved dJoes not hring cut a dramatic distinction between
substitutable and non-substitutable, between complementary and non-complementary
or even between “associable"™ and non-associable’ nrcoduct types. Even though
there are differences Detween sectors, the differences cculd apparently easily

be the result of mere chonecs,

III. Substitution and complementarity Letween corresponding Norwegian and

imported ingputs

To the extent possible we have also tested the correlaticns between
specified input coefficients of the type Nerwegicn, competitive and the
corresponding coefficients for Imports, competitive. Due to the grouping

in the computer prcgram, a relatively smzll number of coefficient pairs

th

have been included in this analysis, namely 34, or 40 per cent of a total o
86 cases where bocth the input coefficient for Nerwegion, competitive and
Imports, competitive were large cnough to Le specified in this study. The

distribution of the correlation coefficients is given in table 17 torether



with the corresponding distribution that would be obtained if these 34

<o

correlation coefficients had been distributed in the same way as the 883

correlation coefficients analysed above.

Table 17. Substitution between Norwegian and corresponding impeorted inputs

The observed Distribution
.. L. distributicn proportional to
Coefficient of correlation = - g )

the distribution
of 883 coefficients

0(-) - 0.56 o 11
-0.50 = -3(=) 8 11
«0.56 =~ -0.51 2 1
-1.00 = -0.57 12

Total 3l 3y

As one might expect the proportion of high negative correlaticns is
greater in this group of correlaticns than in the group of 883 correlations.
(The observed distributicon, as it is given in table 17, when the classes
=0.50 - 0{(~) and =0.56 - -0.51 are combined, deviates from a distributicn
proportional to the distributicn of the 883 correlations to an extent so
that a deviaticn of that or sreater magnitude could be expected just over
6 times in a hundred, according tc the x2 distribution). Less than half
of these correlations (44 per cent) are significantly negative (i.e. = =0.50
and less) at the 5 per cent level,

As with the 883 courrelation coefficients, we may 21so for these 34 raise
the question whether the association effects cculd be due tc or is connected
with gradual changes, taking the effects of trends in time: In table 18 we
have classified correlation coefficients of above 0.50 as larse positive,
correlation coefficients of less than -0.50 as large negative and coefficients
in between as small. The correlations have then been grouped in accordance
with the existence or non-existence of trends in one or both of the correlated
input-cutput ratios, as measured by the value of the regression coefficient
of the input-cutput ratio with respect to time, divided by its standard

deviation.



Table 12,

tu the size

cach input-cutput ratio

ny nputs s 18

Trend character of
input-outyut ratios

“*ﬂtle
corrclation

Large T
correlati

put- Jutﬁuf ﬁ“tl”q for Norwegian

: = stributed accordin
ﬂ§si” e ient with respect to time for
7

T Small correla-
D€

tion coeffi-

No trendS seeeossvs

e v o u e

Moderate trend in cne
ceefficient, no trend in
the other viececococnvuvas

Clear trend in one coefri-
cient, no trend in the
Other «.vievecovooeconanss

No trend in at least one
of the input coefficients

in loth
coefficients ...

st hreecense
Clear trend in cne coeffi-
cient, molerate trend in

the other coiconesinenncss

Clear trend in both
cocfTicicntsS oicooconecens

Moderate or clear trend
in both ceocefficicn

48 0n o

Total ..o
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@
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N
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o
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40,0

1 6.7

3 20.0

15 100.0

1)
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. .
than 2.2 times its
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the range 2.2 - §.2 times its
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In the five cases of complementarity between Norwegian and ccrresponding
imported inputs the association is connected with trends in the input-output
ratios.

whereas 82 per cent of the larse correlations among the 883 observa-
tions were between input-output ratios which both had moderate or clear
trends, the corresponding percentage of small correlations where both the
correlated input-output ratios had moderate or clear trends was 1l among the
883 observations and 20 among the 34 observations here.

We may probably take these recsults as an indication that the substitu-
tion effects which we can observe between Norwegian procducts and corresponding
imports are to a much greater extent the effects of direct shifts between
inputs from these two sources than the substitution effects that we can
observe between two random input-output ratios.

We can get an impression of the substitutability between the inputs
considered here, as compared to substitutability in general, by considering
the number of cases in which an input-output ratio for a competitive input
has a higher negative correlation with the input-output ratio for the input,
with which it is supposed to compete, than with any other input-cutput ratio
with which it can be correlated. This number can be compared with what it
would have been if each correlation coefficient had the same probability of

being the highest. The results are given in table 19.

Table 19. Correlations of input-cutput ratics with corresponding competitive
inputs compared with correlations with other inputs

Number of input-output . Number of cases .
ratios with which each Number of Number if all

when correlation . .
e . correlations had
competitive input-output

ith competitive -
: Wit D the same probabi-
ratio has been input was nega-

ot am nnmn

competitive
input-output

correlated ratios tive and higher iigier being

~__than all others : »

3 G 2 2.0

N 3 2.0

5 H 0 0.8

® 3l 13 5.7

7 6 2 0.9

8 10 7 1.2

Total 58 27 12.6
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The correlation with the correspondinz competitive input is highest

(93]

in 27 cases, i.e. 39.0 per cent of the total of 53 coese
competitive and the correspondine 34 imports, competitive™ ), whereas the
expected number would only be about 13 if each correlation had the same
chance of being highest. Thus the substitutability between corresponding
competitive Norwegian and imported inputs is 2gain confirmes. Still there

arc 41 cases, or more than 60 per cent, in which at least one other input-
utput ratio was more stroncly negatively correlated with a competitive input-

cutput ratio than the input-cutput ratio for the corresponding “competing”input.
A fair conclusion seems to be, that our data indicate stronger tendencies to
substitutability between Norwegian and corresponding imported competitive
inputs, than between random pairs of imputs, but not very much stronger.

IV. Covariations of input-output ratios within substitution groups

In our data we classified as "substitution groups™ the main input and

.

111 inputs which cculd be exnected to be prelatively close substitutes for it
in a sector. A sector could have several main inputs and thus several
substitution groups. We may now ask if there is a stronger tendency to
covariation between input-output ratios which belong to the same substitution
sroup than between input-output ratics in general. Ve have investigated this

by studying the distributicon of correlation coefficients fer input-output

-

ratios belonging to the same substituticn groups. If we consider the

vecified input-output ratios, the results will be infliuences by the fact

2]

that in most substitution groups both Horwerian competitive and corresponding

e

mports are grouped together, so that any particular tendency to covariance
between corresponding competitive inputs may influence the results. As a
cenecquence of this, we have studied the distributions, both when all
specified inputs are treated scparately, and when Norwegian and corresponding
imperted Inputs have been lumped tozether.

In a few cases, where the grouping of data in our computer program
made it desirable, we have let specified Norwegizn or imports, competitive
serve as proxies fer competitive inputs combined.

D)

The coverage in this part cf the study is given by the fellowing table:

1) It may be noted that the results for a pair of corresponding competitive
inputs are nct entirely independent, but it is difficult to aprreciate
to what extent, if any, this will influence our results.
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Table 20, Possible and actually computed correla tions for ngstlthLlon £rouns

Substitution groups with Number Tussible Aoty ?llj chmnutep correlaticns

possible numbers cf of sub-  number in groups of Total
correlations stitut of cor- ————

in per
cent of
possible

Srours rclations 1-5 6-1C 11-28

Specified inputs
LI =5 tiiiiesncconnnsnns 239 55 3¢ . . 30 650.C
6 =10 o, .cieeiocesonooas 15 108 25 3k . 59 55.7

11 =28 ceivovososecanncons 9 154 16 46 36 983 3.6
Total eceeesvocoa-easacocs 53 318 71 an 36 187 59.4

With competitive inputs
ombined

1 = 5 ciiiienseancanncne Lo 52 54 . . 54 £7.1

5 =10 teeoseconcoconance & 56 14 Lo . 54 96.5
Total soceecroonvesciacos b 110 68 Lo ., 108 31.5

We may now compare the distribution of correlation coefficients for

inputs belenging to the same substitution groups with the distribution of all

~

the 883 correlation coefficients studied in the first nart of this study and

also with the 34 correlaticn coefficients between Norwesizn, competitive and
cerrespending Imports, competitive. The compariscn can be made in table 21.

3

able 21. Coefficicnts of corvelation Letween pairs of input-output ratics

S S SU

Size of coefficient Inputs belonging to the

. Norwegian All
of correlation uWUT1tuT16T srouns

and correspon-  specified

Fie Jins imported inputs
inputs
Pet. N Fct. Pct.
7L and OvVer vesevecs 11 5.9 7 €.5 3 3.0 75 2.5
A L g H.? 2 65 7.4
3

N~
s
=

£
N
.
&6

3l = 050 L iiececece

Al = 030 s e
=10 = 10 Leciheenes
=30 = =11 L.ecoeccan
=50 = =31 Liieneonen
~70 = = 57 sewensn
=.71 and 1eSS eene-o.n
Total soeeecooonces 1f

=
O
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13.¢ Y 11.7 15.9

¢ N L 71 38,7 33 30.5 ¢ 23.5 275 31.1

=50 =0 Liieieionenon 70 37.4 L1 38.0 0 29,4 317 35.9

-1.00 - 57 tcvsacaceo 26 13.9 19 7.6 ] 35 4 151 17.1




42

The figures do ncot appear to confirm cur hypcothesis of a stronger
tendency to covariation for input-cutput ratics in the substitution groups.
Surprisingly, the tendency to covariaticn appears to be somewhat stronger
when we consider the competitive inputs combined than when we censider all
the specified ing ts in the substitution groups. This iIs possibly an effect
of the aggregation which is done when corresponding competitive inruts are
combined.

In any case we must conclude that our efforts at designating particu-
lar “substitution groups” around the main inputs into each sectors does not
appear to have given us grcups of input-cutput ratios with stronger tendencies

picked at random.

to covariation than pairs of input-cutput ratios

Since we found that covariaticns within pairs of input-output ratios

.

could apparently to a very large extent be expleined by the existence of time
trends in both ratics, it makes sense tc investigate what this factor may
mean for covariation in the substituticn groups. The existence of linear
time trends for pairs of input-cutput ratios within substitution grours are
indicated by table 22. The results for all specified inputs are repraduced

from table 8 for comrarison.



Table 22.

of the regression coefficients with respect to time for each of the input-output ratiosd)

Correlated pairs of input-output ratios within substitution groups, distributed according to the sizes

Trend character

Input-cutput ratios in substitution groups

Specified inputs

With competitive inputs combined

A1l specified

input-output ratios

Eh

of irput-output’  Large large  gpay  Laree Large — gna1y Large Snall
POSIE;YG negafi', coeffi- P?SlF;Y? negaf;.f coeffi- coeffi- coeffi-
coeriis coerti- cients coertl coelli cients cients cients
cients cients cients cients
No. Pct. No. Pct. No. Pct,. No. Pct. No. Pct. No. Pct. No. Pct. No. Pct.
No trends coeeecocoes 3 14.3 2 8.0 22 15.6 - - 14 18.9 13 4,5 136 23.0
Moderate trend in
one ccefficient, no
trend in the other. 2 g.5 3 12.0 25 17.7 1 6.7 1 5.3 15 20.2 12 b1 11y 19.2
Clear trend in one
coefficient, no
trend in the other. 3 14.3 3 12.0 63 Ly, 7 1 6.6 1 5.3 33 Ly.6 28 9,7 278 47.0
No trend in at least
one of the input
coefficients ceeese 8 38.1 8 32.0 110 78.0 2 13.3 2 10.6 62 83.7 53 18.3 528 89.2
Moderate trends in
both coefficients.. 1 4.8 2 1.4 1 6.7 2 10.5 1 1.4 10 3.4 8 1.3
Clear trend in one
coefficient, mode-
rate trend in the
Other cevecesconncs 3 14.3 6 24,0 20 14,2 5 33.3 2 10.5 9 12.2 68 23.3 39 6.6
Clear trend in both
coefficients ceevse 9 42,8 11 44.0 9 6.4 7 u6.7 13 68.4 2 2.7 160 55.0 17 2.9
Moderate or clear
trend in both
coefficients ¢veee.. 13 €1.9 17 68.0 31 22.0 13 86.7 17 89.4 12 16.3 238 81.7 6L 10.8
Total.ceeeeeee 21 100.0 25 100.0 141 100.0 15 100.0 139 100.0 74 100.,0 281 100.0 592 100.0
1) The classification is: No trend: regression coefficient less than 2.2 times its standard deviation.

Moderate trend: regression coefficient in the range 2.2-3.2 times its standard deviation.
Clear trend: regression coefficient exceeding 3.2 times its standard deviation.
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The results for substitution groups correspond very well with the
zeneral results. Possibly, the existence of time trends does not explain quite
as much of the hish correlations when we consider all specified inputs in the
substitution groups as when we consider the competitive inputs combined in the
substitution groups, or when we consider all specified inputs. The percentages
of high correlations characterised as having moderate or clear trend in both
input-cutput ratios, were 55.2, $6.3 and 81.7 in the three groups respectively.

The differences are, however, hardly big enough to confirm the hypo-

thesis which led to our definition of ‘'substituticn groups™.

V. Covariations of input-output ratios and sums ofinput-cutput ratics

A particular aspect of substituticn is its effects on the sum of
input-cutput ratios for intermediate socds. Let us term this sum the input
sum ratio.

When we single out the intermediate inputs as a separate groupr and
compute the input sum ratic, we moy have changes in this sum ratic™’ as a
result of substitutions involving the relative proportions of intermediate
inputs and net affecting the input prorvertions for primary inputs like labour
and capital, we may have changes in the input sum ratic, which avre associated
with changes in relative prorortions for Loth intermedicte and primary inputs,

. in the input sum ratio . . . .
anc we may nave cnanges/un;er censtant relative proportions between inter-
mediate inputs with or without changes in the relative use of primary inputs.

If the latter tyre of chanves in the input sum ratio are dominating,
this is a suprort for the method of prorortional adjustments of input-output
ratios for intermediate goods, on the hasis of cobserved changes in the input
sum ratio in cases where cbservations of individuzal inputs are lacking.

We have studied this problem by analysing the coefficients of
correlation between specified input-cutput ratios and the input sum ratios.

We have selected specified input-cutput ratios for inclusion in this part of

the study in precisely the same manner as we ¢id for the study of substitutior

and complementarity between inputs in general. We obtain in this way frem

our cemputer program altogether 285 corrclaticns, whereas the greatest number

which might have been computed is 404, i.e. we cover 70,6 per cent of all.

We obtain 193 or 85,7 per cent of the 225 possible correlations between ratios
)

for competitive inputs combined and input sum ratios and on additicnal 7

cases or 3.1 per cent where we have substituted the ratio for Norwegien,

1) Computed from constant price values.
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competitive for competitive innuts combined. We obtain 75 or 49.3 per cent
of the 152 correlations between ratics for Norweglan, non competitive and
input sum raticvs, which could have besn computed, and finally 10 or 37.0 per
cent of the 27 correlations between ratios for imports, non-competitive and
input sum ratics, which coculd have heen computed.

The distribution is given in toble 23. There is 2 considerable over-
weight of positive correlations. As many as 127 or 44.9 per cent are
significantly different from zero at the 5 per cent level, and of these the

N

majority are positive. Since we arc here correlating individual addends
with their sums, we must expect positive corrclations, particularly for items

which constitute consilerable fractions of the sums with which they are

orrelated, either becausc they are bip, or because the sum is ma
addends. In table 24 we have grouped the sectors according to the number of
addends in the input sum ratic. Tor each group we have then crdered the
sectors according to the fraction of cemputed correlations with the input sum
ratics which were @bove 0.50, and siven the cumulcotive distributions, starting
from G high correlaticns. The figures indicate a tendency for a greater
preportion of the individual input-cutput ratics to show a strong positive
correlation with the input sum ratic, when there cre few individual inputs than
when there are mony, but the <ifferences are perhaps not as big as noe micht

have expected.

Table 23. Distribution of coofficients of correlation betweeon individual
1m“tﬂuuutraumsand1mmtsmnnﬁtm

Size of coefficient of Number QF T
s . Per cent
correlation coefficlents
21 - 1.00 N ’f— - - T 1749
61 - .00 1 17.9
1L - GO 3 12.C
21 - LU0 9 10.2
(+)o - .20 3 11.6
0 9
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50 - .56 59 55.8
.57 - =1.00 1a 5.3
Total 205 100.0

(+)0 - 1.00 260 70.2
(=)0 - =1.00 o 29,8
Total 208 106.0
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Table 24. Cumulative distributions cf sectors eccurding to the proportions of
correlation crefficients between individual input-outrut ratics and
the input sum ratio which were high (above 0.50).

Number of
addends in
the innut

th the input sum

Hie

Fractions of the computed correlations w
ratio which were above .50,

—

sum 0 0-2/10 0=-3/10 0=4/10 0-5/10 0-6/10 0=7/10 0-8/10 0-3/10 Total Number _

2- 3 13.6 13.6 13.6 27.3 50.0 50.0 ©806.5 86,5 ©86.5 100.0 22
4 6.7 6.7 26,7 46.7 66.7 66.7 73.4 100.0 100.0 10C.0 15
5 12.2 27,3  27.3  63.6 63.6 53.6 @gl.0 8l.2 0l.¢ 100.0 11
& - 7 7.2 14.3 20.6 57,2 ©5,7 92.9 92.9 92,9 ©2.9 100.0 1
8 - 14 14,3 21,5 35.7 71,5 76,6 05,7 92.9 100.0 1C0.0 100.0 1u
Totall1l.9 15.8 25.0 56.0 67,2 69,8 05,5 92,1 92,1 100.0 75

The effect of the size of the ccefficient is illustrated in table 25,
where the correlations have been grouped according to the size of the input-cutput
ratio. The dominance of high, positive ccefficients of correlation is evident in
all size groups, but, as expected, the biz input-cutput ratics arce strenzly posi-
tively correlated with the input sum ratio considerably more often than the

smaller input-output ratics.



Table 25. Correlations between individual input-output ratios and input sum ratios distributed by size of

coefficient of correlation and size of input-output ratio

Size of input-output ratio in per cent

Size qf. Numbers of coefficients Percentage distributions

Fomizion Ty HT STRTECm D, B30 R B w e
over over

.81 - 1.00 4 13 & 16 7 5 51 5.5 12.6 13.6 40,0 43.8 55.6 17.9
.61 - .80 12 18 8 6 5 2 51 16.5 17.5 18.2 15.0 31.2 22.2 17.9
41 - .60 14 11 7 2 1 1 36 19.2 10.7 15.9 5.0 6,2 11.1 12.6
.21 - .40 7 10 6 4 1 1 29 8.6 3.7 13.6 10.0 6.3 11.1 10.2
o - .20 8 18 L 3 - - 33 10.9 17.5 9.1 7.5 - - 11.6
0 - - .20 5 10 8 5 - - 28 6.8 9.7 18.2 12.5 - ~ 9.8
~.21 - - .40 12 9 3 1 1 - 26 6.4 8.7 6.8 2,5 6.2 - 8.1
-.41 - - .60 7 5 1 2 1 - 16 9.6 4.9 2.3 5.0 6.3 - 5.6
-.61 - - .80 7 1 1 - - 12 4.1 6.8 2,3 2.5 ~ - 4,2
-.81 - -1.00 1 - - - -~ 3 1.4 1.9 - - - - 1.1
Total 73 103 Yy 40 16 9 285 100.0 100.0 100.0 1C0,0 100.0 100.0 10G.C
.57 - 1,00 19 33 15 22 12 7 108 26.0 32.1 34,1 55,0 75.0 77.8 37.9
0 - .56 26 37 16 9 2 2 92 35.6 35.9 36.3 22,5 12.5 22,2 32,3
= = .56 23 23 12 7 2 - 67 31.5 22.3 27.2 17.5 12.5 - 23.5
-.57 - -1.00 5 10 2 - - 18 6.9 9.7 2.3 5.0 - - 6.3
Total 73 103 Ly 40 16 9 285 100.0 100.0 100.0 100,0 120,00 100,0 120.0

Lt



We must conclude that there is every reascn to believe that proporticnal
acjustment of the input-cutput ratios for intermediate gools on the basis cf
revised estimates of the input sum ratios will improve the estimates
input-output rotics when data for a past year have to

only the input sum ratios con be given for the year of

is a far step from this conslusicn to an assertion tha
variations in input-cutput ratics for intermediate goods can be explained by
variations in the input sum ratic. As our analysis in’icated, the "explanaticn”

appears to be sc much Jepending on the fact that the explanatcey" varichle is

the sum of the "explained" veriables, and there is so much “unexplained”
variation left in the individual input-output ratios, that one may remeain
rather sceptical to theories aimed at explainine variations in individual

input-cutput ratios through a thecry for the variations in their sum.
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Appendix table A. Frequencies of high correlation coefficients. All sectors

Hypothetical prob-

Numbers Qf P;rﬁgn;ages ability of obtain-
corre}aﬁlon‘ o. ﬁli . ing deviations of
o . coefficients cor%?‘a?loz observed magnitudes
ector . Of these coellicients from expected
Total high: numbers for
Nega- Posi- Nega- Posi- Nega- Posi-
tive tive tive tive 1°fal tive tive Sum
Sectors with high frequencies
for both high negative and
high positive correlations:
1319 Other o0il refineries etc. 25 7 8 28.0 32.0 60.0 0,13 0.94 0.004
Sectors with high frequency
for high negative and ‘'mormal”
frequency for high positive
correlations:
1150 Whaling ..ceeecncovscnosnass L 3 75.0 - 75.0 0.01 0,61 0.11
1201 Slaughtering and prepar-
ation of meat seoveeenancas 8 2 ~ 33.3 - 33.3 0.27 0.60 1.00

1206 Grain mill products and

livestock feed cioovennevas 12 4 3 33.3 25.0 58,3 0.13 0O.44 0,07
1251 Sawmills, planing mills and

wood presServing .c.veeeces. 37 13 5 35.1 13.5 u8.6 0.003 0.60 0.04
1330 Non-metallic mineral

products ...eiececrnncacenn 42 10 9 23.8 21.4% 45.2 0.22 0.4C 0.09
1341 Iron and steel works and

rolling millS ceeeveveneans 53 13 8 24,5 15,2 39.7 0.12 0.76 0.31
1740 Railway transport ...seeee. 4 2 1 50.0 25.0 75.0 0.13 1.00 0.11
0055 Unspecified energy ....e... 16 5 2 31.3 12.5 43.8 0,17 0.76 0.36
Sectors with normal frequency
for high negative and high
frequency for high positive
correlations:
1259 Other wood and cork

Products ..c.ceeccscensenns 27 L 7 14.8 25.9 40.7 0.79 0.20 0.39
1273 Paper, paperboard and

cardboard ..sccececcnccnsas 22 2 7 9.1 31.8 4G.9 0.34 0.06 0.43
1318 Vegetable 0il mills ....... 34 5 10 4.7 29.4 yu,1  0.76 0.05 0.17
1343 Refining of aluminium ..... 20 5 6 25.0 30.0 55.0 0.32 0.11 O0.04
1349 Non-ferrous metal foundries 5 ~ 2 40.0 u40.0 0.60 0.20 1.00

1380 Building and repairing of

steel ShiPS ceveceenneeeann 31 4 10 12.9 32.2 45.1 0.58 0.02 0.15
0052 Unspecified office supplies

= o B 17 2u 14,5 20.6 35.1 0.54 0.26 0.64
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Appendix table A (cont.). Frequencies of high correlation coefficients. All sectors

Hypothetical prob-
Numbers of Percentages ability of obtain-

correlation of high ing deviations of

coefficients corre%a?lop observed magnitudes
coefficients :
Sector Total Of these from expected
° high: numbers for

Nega- Posi- Nega- Posi- Nega- Posi-

tive tive tive tive Total tive tive Sum
Sectors with normal frequencies
for both high negative and high
positive correlations:
1130 Hunting etC. coeeseveassos 29 6 5 20,6 17.2 37.9 0.53 0.%0 0.58
1170 Coal mining esceeseeesessse 35 7 8 20.0 22.8 42.8 0.60 0.33 0,22
1181 Metal mining eeeveeeeeeses 17 ) 2 23.5 11.8 35.3 0.50 0.75 0.84
1190 Quarrying and mining,n.e.c. 38 5 8 13.2 21.0 34,2 0.56 0.47 0.87
1202 Dairy productsS seveseeesss 12 2 2 16,7 16.7 33.3 1.00 1,00 1.00
1203 Margarine ..eeecseececcecas b 1 1 25.0 25,0 50,0 1.00 1.00 0.860
1205 Fish processing eeeesessse 16 3 2 18.8 12.5 31.3 1,00 0.76 0.88
1211 Distilling, rectifying and
blending of spirits seseee 9 2 3 22.2 33.3 55.6 1.00 0.37 0.17

1213 Breweries and soft drinks

production eceesececscocnan 7 1l - 14.3 - 14,3 1.00 0.36 0O.u44
1230 Textiles except knitting

and cordage ceeoeeescsesss 5O B 6 12.. 12.0 24,0 0.38 0,38 0.17
1243 Working clothes and other

garments coeccceccsessccnas 1 - - - - - 1,00 1,00 1.00

1271 Mechanical DUlD cevacesees 16 2 y 12.5 25.0 37.5 0.76 0.50 0,70
1282 Printing, etCs eoeseseeess 12 1 2 8.3 16.7 25.0 0.70 1.00 0.76
1290 Leather and leather

ProduCtS sevecosvencnsesss 13 3 1 23.1 7.7 23.1 0.71 0.50 0.87
1300 Rubber productsS seeeeesess 12 2 3 16.7 25.0 41.7 1.00 O.,44%4 0,69
1311 Calcium carbide and

cyanamide seeeeceseseccess 27 4 6 4.8 22,2 37.0 0.79 O.44 0.85
1317 Herring oil and fish-meal. 15 4 u 26.7 26.7 53.4 0.49 0,49 0.09
1342 Iron and steel foundries.. 14 2 3 14,3 21.4 35,7 1.00 0.72 0.83
1344 Crude metals not elsewhere

classified .cieecesnssseses T4 14 15 18.9 20.3 39.2 0.60 0.41 0.26
1390 Miscellaneous manufacturing 25 3 5 12.0 20.0 32.0 0.53 0.65 0.91
1530 Trade scesecosesesassssans g 2 3 22.2 33.3 55.6 1.00 0.37 0,17
1552 Non-life inSurance «.seees 6 - - - - - 0.80 0.60 0.18
1580 Commercial buildings ..... 34 7 y 20.6 11.8 32.4 0,60 O.44 0,94
1701 Ocean water transport .... 3 1 1l 33.3 33.3 66,7 1.00 1.00 0.258
1702 Coastal water transport .. 7 2 1 28.6 14.3 42,9 0.61 1.00 0.69

1730 Services related to water

transport cceeecccccecsces 9 11.1 1i.1 0.37 1.00 0.29
1760 Land transport n.e.C. .... o - - - - - 0.61 0.61 0.31
1780 Services related to

transport and storage .... 7 1 2 i4.,3 28,6 42,9 1.00 0.61 0.69

|
t

1790 Communications seeeeoesceee 3 - - - - - 1.00 1.00 0.56
1860 Legal, technical and

business services .seceev.. 3 - 1 - 33.3 33.3 1.00 1.00 1.00
1870 Recreation services ...e.. - 1 - 25,0 25,0 0.61 11.00 1.00

0057 Unspecified services ..... 113 15 17 13.3 17.8 31.1 0.33 0,65 0.29
0033 "Invisible" imports ..e... 9 1 2 1l1.1 22.2 33.3 1.00 1.00 1.00
Oogu TranSfePS s 000 0ecetecs 0o 2 - - - e - looo luoo 0186
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Appendix table A (cont.). Frequencies of high correlation coefficients. All sectors

Hypothetical prob-

Numbeis ?f P;r;gn;ages ability of obtain-
AT 9] I . . .
COi?;."?‘?zﬂ ‘ f% tion ing deviations of
Sector coerlicients correlatlion observed magnitudes
coefficients
Total 0f these from expected
ota high: numbers for
{ - - - 1~ N - Posi-
A?ga P?Sl N?ga P?Sl Total . oo X Sum
tive tive tive tive tive tive

Sectors with high frequency
for high negative, and low
frequency for high positive
correlations:

1510 Gas SUpPly cevecreccccaas 27 7

3]

25.9 7.4 33.3 0.20 0.20 0.97

Sectors with low frequency
for high negative and high
frequency for high positive
correlations:

1370 Wires and cables v.iveeens 31 1 8 3.2 25.8 29.0 0.04 0,17 0.64

Sectors with normal frequency
for high negative and low
frequency for high positive
correlations:

1110 Agriculture ...oeeeeeeese 59 12 3 20.3 5.1 25.4 0.45 0.02 0.22
1121 Forestry cosvcsccosenanes 24 n 1 16.7 4.1 20.8 1.0C 0.10 0.20
1209 Other food preparation .. 36 8 3 22,2 8.4 30.6 0.37 0.18 0.76
1275 Paper and paperboard

o3 aloTa Rt [<3 of =N 60 12 5 20,0 8,3 28,3 0.49 0.08 0.4y
1315 Chemicals and products of

chemicals .veevcevenessss 219 36 26 6.4 11.9 28.3 0.93 0.06 0.l4
1340 Ferro alloysS c:eceeeceess 12 2 - 16.7 - 16.7 1.00 0.24 0,36
1356 Metal products except

Ships ceveesvovnneeveeness 115 19 9 16.5 7.8 24.3 0.97 0,01 0.05

Sectors with low frequency
for high negative and normal
frequency for high positive
correlations:

1500 Electricity supply ...... 50 3 12.0 18.0 0.04 0.38 0.02

[o)]
[¢2]
.

(]

Sectors with low frequencies
for both high negative and
high positive correlations:

1140 Fishing etC. ceveeeeeonns 27 1 2
1233 Cordage, rope and twine.. 12 - -

w

o7 7.4 11i.1  0.07 0.20 0.01

Total.iiieiesnennnessnas 1766 302 280 17.1 15.8 32.8 0.50 0.47 0.40
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Appendix table B. Frequencies of high correlations between input ratios from
the same pairs of producing sectors

Hypothetical prob-

Numbers ?f P;v:gn;ages ability of obtain-
COP;e%&?lOS 2 ‘l§ 5 ing deviations of
g coefficlents Vorgg'a.loi observed magnitudes
ector T f:l Of these coerficlents from expected
ota high: numbers for
Nega- Posi- Nega- Posi- Nega- Posi- s
) . X um
tive tive tive tive Total tive tive
1315 Chemicals and products }
of chemicals ccveeveeenn
1356 Metal products except % 22 3 13.7 - 13.7 0.59 0.06 0.05
ships ......a...........)
0052 Unspecified office
supplies etC. ceovevseest 20 1 1 5.0 5.0 10.0 0.25 0.25 0.03

|
0057 Unspecified services ..J

1315 Chemicals and products -
of chemicals ....veuwenod 14 1 1 7.1 7.1 14.3  0.49 0.49 0.14
0057 Unspecified services ...|

1315 Chemicals and products
of chemicals ...........§ 12 4 1 33.3 8.3 41.7 0.183 0.70 0.55
1344 Crude metals n.e.c. ....)

1315 Chemicals and products
of chemicals ...ovuencen

0052 Unspecified office
supplies etC. socveerass

12 3 1 25.0 8.3 33.3 O.44 0.70 1.00

1110 Agriculture .seeeeseesces
1315 Chemicals and products
of chemicals ceeevraeeas

11 2 18.2 - 18.2 1.00 0.10 0.30

1580 Commercial buildings ...
0052 Unspecified office
supplies €tCe t.vvenvnnn,

11 1 2 9.1 18.2 27.3 0,71 1.00 0.76

[ PR N

.

s

1230 Textiles except knitting)
and cordage cevevernvens

1315 Chemicals and products
of chemicals .oevvsvaves

9 - 2 - 22.2 22.2 0.37 1.00 0.73

1580 Commercial buildings ...

. - . . .37 0.73
0057 Unspecified services ... 9 2 22.2 22.2 1.00 0.3

1315 Chemicals and products
of chemicals viiveeeeens

1330 Non-metallic mineral ;
products seeeesoeenaanen)

|
J
) 8 - 2 - 25,0 25.0 0.37 0.64 0.73

1315 Chemicals and products
of chemicals ..........J
1500 Electricity supply .....j

8 1 12.5 - 12.5 1.00 0.37 0.28

1344 Crude metals n.e.C. ....
1356 Metal products except £ 8 3 1 37.5 12.5 50.0 0.14 1.00 O.hs5
ships LR Ey

1170 Coal mining ceeeeveaeanns
1315 Chemicals and products 7 - - 0.36 0.36 0.11
of chemicals .viveevennn



Appendix table B (cont.). Frequencies of high correlations between input ratios
from the same pairs of producing sectors

Hypothetical prob-

H e .
Numueist?f P;r;§n§ages ability of obtain-
COP;?.a.loz ° l%ation ing deviations of
coetticients corre-~ar observed magnitudes
Sector e — coefficients p 3
Total Of these from expecte
high: numbers for
- Posi- - i- - Posi-
Nega- Posi- Nega- Posi- y o) Nega- Posi- g,
tive tive tive tive ~tive tive

1315 Chemicals and products |
of chemicals .veveeeannn’
1341 Tron and steel works ;
and rolling mills ......}

7 1 1 14,3 14.3 28,6 1.00 1.00 1.00

1341 Iron and steel works 3
and rolling mills ......§ 7 1 1  14.3 14.3 28.6 1.00 1.00 1.00
1344 Crude metals n.e.c. .

1500 Electricity supply .....;

ey . L - - . . . .0 .6

0057 Unspecified services TRy 7 3 42.8 u42.8 0.36 0.09 0.69
1275 Paper and paperboard )

PLOQUCES . -2vvvreesseen 6 1 16.7 - 16.7 1.00 0.60 0.67

1315 Chemicals and products |
of chemicals ..........J

and rolling mills ......
1356 Metal products except {
ShipsS sevvecveonennnnnns)

1341 Iron and steel works l
6 1 2 16.7 33.3 50.0 1.00 0.27 0.40

1110 Agriculture ......coee..
0052 Unspecified office % 5 2 40,0 - 40.0 0.20 0.60 1.00
supplies etc. ..........)

1121 FOorestry soeenreeenencas)
1315 Chemicals and products | 5 2 40.0 - 4.0 0.20 0.60 1.00
of chemicals ......cvu.s)

1209 Other food preparation..:
1315 Chemicals and products
of chemicals RRREREEE Ry

20.0 - 20,0 1.00 0.60 0.67

—~—
w
—

1251 Saw mills, planing mills’
and wood preserving ....(
1315 Chemicals and products |
of chemicals ceesesaaaas]

5 3 60.0 - 60.0 0.04 0.60 0.34

[
1275 Paper and paperboard
products ...............l
0052 Unspecified office
supplies @tCe vusvveenes

5 1 20.0 - 20.0 1.00 0.60 0.67

of chemicals .ceeeesenasn
1318 Vegetable 0il mills ....

o
w

)
1315 Chemicals and products 1
ﬁ 60.0 - 60.0 0.04 0.60 0.34

1315 Chemicals and products 1
of chemicals ..
. AR - : - . o 0.60 0.04 0.34
1370 Electrical machinery, ;o 3 60.0 60.0
{
J

apparatus, appliances etc
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Appendix table B (cont.). Frequencies of high correlations between input ratios
from the same pairs of producing sectors

Hypothetical prob-

Numbers of Percentages o . :

. X bt -
correlaticn of high ?iglézzi25ignsa;§
coefficients zgigziigzgzs observed magnitudes

Of these " from expected
Sector Total
high: numbers for
Nega- Posi- Nega- Posi- Total Nega- Posi- Sum
tive tive tive tive tive tive
1315 Chemicals and products
of chemicals +.....ooeeel g - 20.0 20.0 0.60 1.00 0.67

1380 Building and repairing
Of Ships so-o-o’-ooa..go'ﬁ)

1344 Crude metals nN.€.C. +ies-
1370 Electrical machinery, 5 - - 0.60 0.60 0.18
apparatus, appliances, etc.)

1356 Metal products except
ShiDS seeesercsneenennnsl
0052 Unspecified office i

supplies etC. vovsevon../

5 1 20.0 - 20,0 1,00 0.80 0.67

1356 Metal products except
ShiPS «ceneevnecnnrnnnanst 5 1 20.0 - 20,0 1.00 0.860 0.67
0057 Unspecified services ...,

0052 Unspecified office
supplies etC. .seenosves: 5 - 2 - 40.0 40.0 0.60 0.20 1.00
0055 Unspecified energy ......

S um, sector pairs with 4
or more correlations ........ 244 39 2u 16.0 3.8 25.8 0.82 0.1 0.02

1580 Commercial buildings ...:
0055 Unspecified energy .....i

/

3 3 - 100.0 - 100.0 0.005 1.00 0.04

1319 Other o0il refineries etc;

0052 Unspecified office /3 1 2 33,3 66.7 100.0 1.00 0.07 0.0
supplies etC. ceveveconn.

1580 Commercial buildings ...

. . { - R - . . . 0.
0057 Unspecified services ... 2 2 100.0 100.0 0.03 1.00 1

1206 Grain mill products and
livestock feed .vevvvnn bt 2 = 2 - 100.0 100,.,C 1.00 0.03 0.11
1318 Vegetable o0il mills ..../

1273 Paper, paperboard and i
cardboard ...iocieiinann; 2 - 2 ~ 100.0 100.0 1.00 0.03 0.11
1319 Other oil refineries etc.

1251 Saw mills, planing mills
and wood preserving ....:

. - 66.7 0.07 1,00 0.26
1259 Other wood and cork , 3 2 66.7 °

ProduCtsS seeeeeecnceenas/)
1275 Paper and paperboard

Products sesseenosannaoat . 5 66.7 — 86.7 0.07 1.00 0.26

i
1311 Calcium carbide and j
cyanamide ...oecevncennss)
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Appendix table B (cont.). Frequencies of high correlations between input ratios
from the same pairs of producing sectors

Hypothetical prob-

Numbers ?f Percentages ability of obtain-
correlation of high . deviati £
oefficients correlaticn ing deviations o
© ” . e observed magnitudes
coefficients
Sector Total Of these from expected
ota high: numbers for

Nega- Posi- Nega- Posi-
tive tive tive tive

Nega- Posi-

. . Sum
tive tive

Total

1190 Quarrying and mining
N.€.C, eoee e s 00 0s o e 3 - ? - 66.7 66-7 loOO 0.07 0.26
1500 Electricity supply .....

1230 Textiles except knitting
and cordage .e.scevecccns

{
1390 Miscellaneous [ 3 - 2 - 66.7 66-7 1.00 0.07 0.26
manufacturing «.eeeeeee. )
1273 Paper, paperboard and
cardboard ..iveeieeeennn | 3 - 5 - 66.7 66.7 1.00 0.07 0.26

0052 Unspecified office !
supplies etCs cevevenees /

1275 Paper and paperboard
ProductsS seceescceescees & 3 - 2 - 66.7 66.7 1.00 0.07 0.26
1318 Vegetable 0il mills ....

1318 Vegetable o0il mills ....
0052 Unspecified office 3 - 2 - 66.7 66,7 1.00 0.07 0.26
supplies etc. viveoecees

1319 Other oil refineries etc.:
0052 Unspecified office Ls - 2 - 66.7 66.7 1.00 0.07 0.26
supplies etC. seeevvuans |

1341 Iron and steel works and ;
rolling mills .eeveenoeas i
1380 Building and repairing
of shipsS veveevenencenns

3 - 2 - 66.7 66.7 1.00 0.07 0.26

1344 Crude metals n.e.c. ... -
0052 Unspecified office -3
supplies etC. veveveoess !

66.7 66.7 1.00 0.07 0.26

N
t

Sum listed sector pairs
with 2 and 3 correlations ... 42 10 22 23.8 52.4 76.2

TOTAL NUMBER OF SECTOR PAIRS WITH:

correlations c.eeevees 22
correlations ....eee.e 45
correlations c.eeeees. 82
correlation ..eeeeeee. 252

o w
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